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ABSTRACT OF THE DISSERTATION

Resonant Laser Plasma Interactions

and Electron Acceleration

by

Daniel Francis Gordon

Doctor of Philosophy in Electrical Engineering

University of California, Los Angeles, 1999

Professor Chan Joshi, Chair

The interaction between intense laser radiation and a plasma is often domi-

nated by the generation of large amplitude plasma waves. These plasma waves

can drastically affect both the plasma particles of which they are composed and

the laser radiation by which they are driven. This dissertation addresses two

facets of these processes. In part I, the acceleration of electrons by highly non-

linear plasma waves is addressed. It is shown experimentally that energy gains

exceeding the dephasing limit of linear theory are possible. In part II, the re-

cent theory of electromagnetically induced transparency in a plasma is examined.

It is found that the requirements of causality do not allow for the transmission

of electromagnetic radiation through an overdense plasma as conceived in the

original theory. However, it is possible for radiation below the cutoff frequency

to be generated by a plasma. Also, a Raman-type instability is found to afflict

electromagnetic waves in a plasma even when the density exceeds quarter-critical.

xx



Chapter 1

Introduction

The availability of very high power short pulse lasers has created new experimen-

tal opportunities for scientific researchers studying the interaction of radiation

with matter. These experiments inevitably involve the interaction between laser

radiation and plasma since the target is bound to be ionized as higher and higher

intensities are achieved. One important aspect of the laser-plasma interaction

is the possibility of generating large amplitude plasma waves, whose high phase

velocity and enormous axial fields make them a suitable structure for the accel-

eration of charged particles.

Part I of this dissertation is concerned with plasma based accelerators. The

use of plasma waves as accelerating structures was originally proposed by Tajima

and Dawson in 1979 [1]. The need for plasma based accelerators follows from

the fact that conventional accelerators are limited to an acceleration gradient

between 10 and 100 MeV/m because of RF breakdown in the cavity. A structure

composed of plasma, already being ionized, suffers from no such limitation. Ac-

celerating gradients on the order of 10 GeV/m have been observed in a number

of experiments [2, and references therein], and are again demonstrated in this

1



dissertation. In addition, it is shown that energies in excess of the dephasing

limit imposed by linear theory are possible when the plasma wave is driven to

wavebreaking.

Part II of this dissertation is concerned with electromagnetically induced

transparency (EIT) in a plasma. The original proposal for EIT in a plasma,

which was put forth by S.E. Harris in 1996 [3], suggests that an electromag-

netic wave with a frequency below cutoff might be transmitted in the presence

of an intense pump wave with frequency above cutoff. The essence of EIT is the

same as that of Raman scattering in that both processes rely on the driving of a

plasma wave by photon pressure and the acceleration or deceleration of photons

by a plasma wave. EIT is distinct from Raman scattering, however, in that the

regime of interest for EIT is n > nc/4 where n is the plasma density and nc is

the critical density. The regime of interest for Raman scattering has traditionally

been n < nc/4, the exact opposite. EIT is also distinguished by the fact that the

energy contained in each frequency is conserved, whereas in the case of Raman

scattering energy is generally drained from the carrier frequency to feed the side-

bands. In this dissertation, the concept of EIT is examined not only from the

point of view of the Raman dispersion relation, but also from the point of view

of a boundary value problem. It is found that when boundaries are taken into

account, the requirements of causality lead to serious limitations on the validity

of the EIT concept. Computer simulations are used extensively to corroborate

the analysis.
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Part I

Nonlinear Acceleration in a Self Modulated Laser

Wakefield
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Chapter 2

Introduction and Background

2.1 Introduction

Plasma based accelerators can take a number of different forms, depending on

how the plasma wave is driven. The simplest laser driven scheme is the laser

wakefield accelerator (LWFA), which utilizes an intense pulse of radiation whose

pulse-length is chosen to be a half plasma period. The plasma wave takes the form

of a wake which follows the laser pulse. The wake is driven by the ponderomotive

force

FNL = −1

2

q2

m
∇

〈
A2

〉
(2.1)

where q and m are the charge and mass of the affected particle and A is the vector

potential associated with the laser. The brackets represent averaging over several

laser oscillations. The condition on the length of the laser pulse is chosen so that

the ponderomotive force interacts resonantly with the plasma. The leading edge

of the pulse pushes electrons forward, while the trailing edge pushes electrons

backward. The wake will be largest when the backward push coincides with the

restoring force exerted by the ions. Also important for accelerator applications
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is the phase velocity of wake, which will be approximately equal to the group

velocity of the driving laser pulse.

Other laser driven acceleration schemes are variations on the principle of the

LWFA. In the plasma beatwave accelerator (PBWA), a two frequency laser beam

is used to produce a beam of photons modulated at the plasma frequency. This is

equivalent to a repeated application of LWFA pulses. In the self-modulated laser

wakefield accelerator (SMLWFA), a single frequency laser several plasma periods

long is modulated automatically as it interacts with the plasma. In the one-

dimensional limit, this is due to the Raman forward scattering (RFS) instability.

The RFS instability results from the fact that the density ripple associated with

a small plasma wave causes a similar ripple in the group velocity of photons in

the plasma. The phasing is such that photons tend to collect at the positive slope

inflection points of the plasma wave. These photons then reinforce the plasma

wave through the ponderomotive force. The resulting feedback loop causes both

the amplitude of the plasma wave and the depth of the laser modulation to grow

exponentially until they saturate.

In this dissertation, we present the results of experiments on the SMLWFA in

which electrons were captured from the thermal distribution of a tunnel-ionized

plasma and accelerated in the plasma to form a directed beam of high energy

electrons. Table 2.1 gives the values of some typical experimental parameters.

The electron beam was energy analyzed using a large electromagnet in combina-

tion with an array of solid state detectors. This measurement was complemented

by frequency and spatial resolution of the plasma wave via Thomson scattering,

which provides a direct measurement of acceleration gradients in the plasma.
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Table 2.1: Experimental Parameters

Laser Wavelength 1.053 µm
Laser Energy 20 J

Laser Pulse Length 1 ps
Laser Power 20 TW

Laser Spot Diameter 20 µm
Laser Intensity 5 × 1018 W/cm2

Quiver Momentum 2mc
Gas Helium

Backing Pressure 20 bar
Gas Jet Diameter 5 mm
Plasma Density 1.5 × 1019 cm−3

Plasma Frequency 2.2 × 1014 rad/s
Wavebreaking Field 3.7 GV/cm

Group Velocity of 1 µm Light γ = 8.5

The electron measurements revealed evidence of nonlinear acceleration mecha-

nisms which result in energy gains greater than those predicted by linear theory.

The Thomson scattering measurements resulted in evidence of self-focusing and

the generation of plasma waves in the laser-induced channels.

2.2 Spatio-Temporal Theory of RFS

When a laser beam propagates through a plasma, backward propagating plasma

fluctuations can only interact with it for a length of time on the order of the

laser pulse length. Hence, if the laser pulse is short compared to the length of

the interaction region, backward propagating instabilities will grow very little

compared with forward propagating instabilites. In the experiments discussed

in this dissertation, the laser pulse was about 300 µm long while the Rayleigh
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length of the laser was about 600 µm long. Under these conditions, RFS has a

chance to dominate the interaction.

The standard purely temporal analysis of RFS is inadequate when the laser

pulse length becomes too short. The laser’s rising edge is essentially a boundary

which affects the solution to any differential equations describing the laser’s evo-

lution near that boundary. When the pulse is very short, every point is near the

boundary, and a spatio-temporal theory is required. Such an analysis has been

carried out by Mori et al. [4, 5]. We outline the results here.

In any theory of RFS, one begins with a wave equation for the laser field and

a harmonic oscillator equation for the plasma response. In the purely temporal

theory, one would Fourier-analyze these equations, taking wavenumbers to be

real, and determine the growth rate by examining the imaginary part of the fre-

quency. In the spatio-temporal analysis, by contrast, all quantities were supposed

to be of the form

φ = φ0(ψ, τ)e−i[kψ+(ω−k)τ ] (2.2)

where ψ and τ are the laser coordinates defined by ψ = t − x/c and τ = t, and

ω and k are taken to be real. This allows one to find equations for the enve-

lope φ0 which can subsequently be simplified using the quasistatic approximation

(∂τ & ∂ψ) [6]. In the analysis of reference [4], analytical solutions were found

using Laplace transform techniques. This allowed specification of the boundary

conditions φ0(ψ = 0, τ) = φ0(ψ, τ = 0) = φn and ∂τφ0(ψ, τ = 0) = 0. The

physical meaning of these boundary conditions is that the noise source, φn, is ini-

tially constant everywhere, and never changes at the head of the laser pulse. The

solution for the scalar potential of the plasma response is approximately (taking
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∂ττ = 0)

φ = φnH(ψ)H(τ)I0(g) (2.3)

where H is the Heaviside step function, I0 is the modified Bessel function of the

first kind, and

g =
a0

(1 + a2
0/2)

ω2
p

ω0

√
τψ

2
(2.4)

The asymptotic expansion of I0 for large g gives the overall gain as G = eg/
√

2πg.

We see that the gain depends exponentially on the geometric mean between the

distance from the head of the pulse (ψ) and the amount of time in the plasma

(τ). In the non-relativistic limit, the gain also depends exponentially on both

laser intensity and density. However, the relativisitic term 1 + a2/2 causes the

growth rate to role over at high intensities, and eventually, to diminish. There

are two reasons for this. First, the relativistic mass increase makes the plasma

more difficult to set in motion. Second, the plasma wavelength becomes longer

which makes the ponderomotive force less effective.

2.3 Wavebreaking

The greatest electric field that can be generated by a plasma wave is estimated

quite well by the non-relativistic, cold wavebreaking field:

Emax = ωp
mc

e
(2.5)

Indeed, the amplitude of a plasma wave is often given by the normalized param-

eter

ε =
E

Emax
(2.6)
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The field Emax is derived by setting the maximum velocity of a fluid element in

the wave equal to the phase velocity of the wave. At this point, large numbers of

particles become resonant with the wave and energy is traded between the wave

and the particles in an irreversible manner. This results in the generation of high

energy electrons and a loss of coherence of the plasma wave. In the experiment,

large numbers of high energy electrons were indeed detected, and a broadening

in the spectrum of the transmitted laser light was seen as indicative of the loss

of wave coherence.

It has been shown [7] that relativistic and nonlinear effects lead to a wave-

breaking field greater than Emax by a factor of
√

2(γph − 1)1/2. Here γph is the

relativistic Lorentz factor associated with the phase velocity of the wave, which

can be quite large in laser-excited plasmas. For the experiments considered in

this dissertation, γph ≈ 8.5 so that in principle one might have ε ≈ 4. In PIC

simulations paralleling the experimental parameters [8], such fields are indeed

seen, but only very early in the evolution of the laser pulse. Once wavebreaking

occurs, the energy exchange with resonant particles immediately limits the wave

amplitude to ε < 1. During this initial energy exchange, large numbers of parti-

cles are accelerated, but the energies attained are less than those attained later

in time after the wave amplitude has been reduced to ε ≈ 0.5. This is because of

complex dynamical phase relationships between the particles and the wave. This

subject is addressed at length later in the dissertation.
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2.4 Trapped Particles and Dephasing

The energy a particle can gain in a plasma wave is limited not only by the

plasma wave amplitude but also by dephasing [9]. The mechanism of dephasing

can be understood diagramatically by plotting the phase space trajectories of

test particles in a linear plasma wave. Such a diagram is shown in Figure 2.1 for

plasma wave parameters pertinent to the experiment. The diagram was generated

by pushing particles through a field of the form

E = εEmax sinψ (2.7)

where ψ = ωpt − kpx. The wave amplitude was taken as ε = 0.5 and kp was

chosen to give a phase velocity corresponding to γph = 8.5. This corresponds to

the group velocity of a 1 µm laser beam in a plasma of density 1.5× 1019 cm−3.

The horizontal axis in figure 2.1 is the phase of the plasma wave, ψ. The

Phases −180 < ψ < 0 are accelerating while the phases 0 < ψ < 180 are decel-

erating. As illustrated in the figure, dephasing occurs when a particle leaves the

accelerating region and begins to lose energy rather than gain it. The dephas-

ing limit gives the maximum energy a particle can gain before this happens. In

three dimensions, the plasma wave also generates focusing and defocusing forces

which are 90◦ out of phase with the axial forces. Because of this, only 90◦ of the

accelerating structure is useful, and the dephasing limit is half what it would be

in one dimension.

Also illustrated in figure 2.1 is the concept of particle trapping. A trapped

particle is one which executes closed orbits in phase space when evaluated in the

wave frame. These orbits are all contained within a region bounded by a special
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Figure 2.1: Phase space trajectories of test particles in a plasma wave with γph =
8.5 and ε = 0.5. The heavy line is the separatrix. The orbits within the separatrix
represent trapped particles.
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orbit called the separatrix, depicted in the figure by a heavy line. The separatrix is

the orbit corresponding to a particle with ψ → 180 and γ = γph. The lowest point

of the separatrix is called the “trapping threshold”, since this is the minimum

energy a particle must have before it is trapped. In accelerator applications,

the trapping threshold is significant since the particle orbits cannot cross the

separatrix without some external perturbation. This implies that particles with

energies below the trapping threshold are limited to γ < γph. Trapped particles

can originate either from an external source, or from the hot tail of the plasma’s

electron distribution function. Trapped particles originating from the background

plasma are said to be “self-trapped.”

Figure 2.2 zooms in on the low energy region of figure 2.1. We see that the

trapping threshold in this case corresponds to a negative momentum, resulting

from the fact that the wave is very large and γph is relatively low. This does

not mean, however, that a cold background of electrons will be self-trapped. To

illustrate this, we also show the orbit of a fluid element participating in the plasma

oscillation. In a cold plasma, all the electrons would lie on this orbit, which is

clearly below the separatrix. As the plasma is heated, however, the electron

motion is described by a distribution of orbits centered about the fluid orbit.

When the distribution overlaps the separatrix, self-trapping can occur. For the

case illustrated in figure 2.2, this occurs when the thermal velocity corresponds

to a momentum of ≈ 0.3mc, implying a temperature of

T = (γth − 1) mc2 ≈ 20 keV (2.8)
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Figure 2.2: Trapping threshold with γph = 8.5 and ε = 0.5. The heavy line is the
separatrix and the dashed line is the orbit of a fluid element participating in the
plasma wave motion. The difference between the two curves therefore determines
the temperature required for self-trapping.
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2.5 Self Focusing

In three dimensions, an intense laser pulse modifies the refractive index of a

plasma such that focusing forces come about [10, 11, 12]. There are two main

reasons for this. First, as plasma electrons are expelled radially due to the pon-

deromotive force, the electron density becomes an increasing function of the ra-

dial coordinate. The resulting gradient in the refractive index causes light rays

to bend inward. Second, the relativistic mass of the electrons is greatest near the

axis where the laser intensity is greatest. This too affects the refractive index of

the plasma such that light rays bend inward.

A parameter often used to determine the propensity of a beam for self-focusing

is the critical power for relativistic self-focusing, Pc. This is defined as the power

for which relativistic focusing forces exactly offset the natural diffraction of the

beam. It is given by [2]

Pc[GW] ≈ 17
ω2

ω2
p

(2.9)

where ω is the frequency of the laser and ωp is the plasma frequency. In the

experiment, the laser power was about 20Pc, and indeed, self focusing was evident

since large amplitude plasma waves were observed to persist for up to 12 Rayleigh

lengths.
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Chapter 3

Experimental Apparatus

The fundamental components of the experiment are a column of gas and an

intense laser beam. By merely firing the laser into the gas, a fully ionized plasma

is created and an energetic beam of electrons is generated. In these experiments,

the laser radiation was provided by the 1.053 µm laser system Vulcan [13] of the

Central Laser Facility at the Rutherford Appleton Laboratories (RAL). Vulcan

provided up to 20 J of energy in a nominally 1 ps laser pulse. The beam could

be focused to a 20 µm diameter spot using an f/4.5 off axis-paraboloid mirror.

The column of gas was created using a supersonic gas jet. The gas jet backing

pressure was typically about 25 bar. Opening the solenoid actuated valve created

a laminar plume of helium gas 4 mm in diameter with an experimentally inferred

density of about 1.5× 1019 cm−3. The laser was usually focused onto the edge of

the gas.

An overview of the experiment with the three main diagnostics is shown in

figure 3.1. After passing through the plasma, the main laser beam is reflected by

a pellicle with a small hole in the center. It is then refocused into a spectrometer

so that any sidebands generated in the plasma can be observed. The electrons
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transmitted by the hole in the pellicle are passed through a dipole magnet of the

Browne and Buechner type. The magnet disperses the electron energies onto an

image plane where an array of silicon surface barrier detectors (SSBD) measures

the electron flux at various discrete energies. Also shown is a transversely probing

green laser which is used for Thomson scattering. The scattered light is imaged

and frequency resolved which allows the amplitude, frequency, and spatial extent

of certain plasma modes to be determined.

Circular Dipole
Magnet

Helium
Plasma

25 TW Laser
(1 µm)

SSBD Array

Probe Beam
(500 nm)

Image and
Spectrum

Beam
Block Scattered

Probe Light

Forward
Spectrometer

Figure 3.1: Schematic of the Experimental Setup

In what follows we describe in detail the electron diagnostic and the Thomson

scattering diagnostic, since these are central to the material presented in this

dissertation. We do not describe the Vulcan laser, but rather regard it as a

black box capable of delivering its output to the target on demand. During the

experiment, this was indeed the case thanks to the technical staff at RAL.
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3.1 Electron Diagnostic

3.1.1 Electron Spectrometer Theory

The centerpiece of the electron diagnostic is a Browne and Buechner type dipole

magnet, which utilizes circular pole pieces to resolve a broad range of electron

energies. Figure 3.2 depicts a particle traversing the magnetic field, which is

assumed uniform throughout a cylindrical region. A line drawn through the

center of the circle defined by the magnetic field and the center of the circle

defined by the particle trajectory forms an axis of symmetry for the system. This

implies that a ray entering the field region at normal incidence will also exit at

normal incidence. It further follows that any rays entering the magnet at normal

incidence will appear to emanate from a virtual source located at the center of the

magnet. Making use of these realizations, one can show using simple geometry

that the exit angle θ (as defined in figure 3.2) is given by

θ = 2 tan−1 R

r
(3.1)

Since r is just the Larmor radius of the particle, this becomes

θ = 2 tan−1 e

mv

RB

γ
(3.2)

where γ is the relativistic Lorentz factor associated with the particle and v is

its speed. This gives a one to one relationship between exit angle and energy

assuming all rays are normally incident.
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Figure 3.2: Normally incident ray entering a circular magnetic field. The dotted
line is an axis of symmetry.

Ray Matrix Analysis

The case where the rays do not all enter the magnet at normal incidence can

be analyzed using the well known theory of the sector magnet [14]. If the spot

size of the electron beam is small compared to the pole piece radius, R, then a

sufficiently narrow band of energies propagates through the magnet as if through

an equivalent sector magnet with swept angle θ, where θ is determined from

equation 3.2.

For the purposes of propagation through a sector magnet, the state of a ray

can be specified using two separate vectors:

h =





x

x′

δ




v =




y

y′



 (3.3)

where the prime indicates differentiation with respect to z. The z-coordinate

represents arc length along the central trajectory. The x-coordinate represents

18



distance from the central trajectory along a vector in the plane of the bend. The

y-coordinate represents distance from the central trajectory along a vector normal

to the plane of the bend. The coordinate δ is the relative momentum variation

∆p/p where p is the momentum of the ray defining the central (normally incident)

trajectory. The designations “h” and “v” correspond to horizontal and vertical

respectively. The separation of the state vector into these two parts reflects

the expectation that the horizontal and vertical states of the beam will evolve

independently, and that the momentum of a ray will affect only its horizontal

evolution.

With the state of an arbitrary ray described in vector form, the propagation of

that ray through a system of sector magnets and drift spaces can be represented

by a sequence of matrix multiplications. The matrices corresponding to a drift

space are:

Dh(z) =





1 z 0

0 1 0

0 0 1




Dv(z) =




1 z

0 1



 (3.4)

and the matrices for a sector magnet are

Sh(θ) =





cos θ r sin θ r(1 − cos θ)

−r−1 sin θ cos θ sin θ

0 0 1




Sv(θ) =




1 rθ

0 1



 (3.5)

By cascading these matrices the transformation of a ray starting at the plasma

and propagating through the magnet to a detector can be easily represented:

h = Dh(i)Sh(θ)Dh(o)h0 (3.6)

v = Dv(i)Sv(θ)Dv(o)v0 (3.7)
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Here, the subscript “0” indicates the state of the ray at the source, o is the

distance from the plasma to the entrance of the magnet, and i is the distance

from the exit of the magnet to the detector.

Vertical Focusing and the Fringing Field

The effects of the magnet’s fringing field are significant and cannot be neglected.

In the first place, the physical extent of the field region is invariably larger than

the physical extent of the pole pieces. If the gap width between the two pole

pieces is g, then the fringing field can be accounted for by replacing the radius R

with the “effective radius” Reff = R + 0.62g in all equations.

The fringing field also has the potential for vertical focusing. When a beam

enters a sector magnet at an angle of incidence α, the transfer matrices must be

multiplied by the following thin lens matrices:

Lh(α) =





1 0 0

tanα/r 1 0

0 0 1




Lv(α) =




1 0

− tan(α− ψ)/r 1



 (3.8)

The angle ψ is an extended fringing field correction given by [15]

ψ = K1
g

r

[
1 + sin2 α

cosα

] [
1 − K1K2

g

r
tanα

]
(3.9)

where K1 and K2 are constants normally taking the values 0.45 and 2.8 respec-

tively. The matrices for the whole system are then

H = Dh(i)Lh(α2)Sh(θ)Lh(α1)Dh(o) (3.10)

V = Dv(i)Lv(α2)Sv(θ)Lv(α1)Dv(o) (3.11)
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where α1 is the entrance angle relative to the pole face normal and α2 is the exit

angle relative to the pole face normal.

Imaging and Focusing

In order for the Browne and Buechner magnet to function as a true spectrometer

it is important that an image point be found for each energy. That is, assuming

the rays originate from a point source, all rays of the same energy must converge

at some point unique to that energy. This will be the case if the matrix element

H12 vanishes for some value of i. Solving the equation H12 = 0 for i results in

i =
(1 + tan θ tanα)o + r tan θ

(tan θ − tanα)o/r − 1
(3.12)

where α is the angle of incidence. The exit angle with respect to the pole face

normal is taken to be zero, as was the case in the experiment.

Vertically, imaging is not important since the ray energy does not correlate

with the vertical direction.

Dispersion and Resolving Power

The advantage of the Browne and Buechner design is its ability to resolve a broad

range of energies. The resolving power of the magnet in combination with some

detector is defined as the inverse of the relative momentum spread incident on

the detector. To determine this quantity, consider the horizontal position of a

ray at the detector:

x = H11x + H12x
′ + H13δ (3.13)
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Assuming the detector is at an image point, and assuming the source is very

small, this reduces to

x = D∆p/p (3.14)

where D = H13 has been defined as the dispersion. Replacing x by the size of

the detector aperture gives the resolving power:

R.P. =
D

∆x
(3.15)

Solving for the matrix element H13 gives

D = r(1 − cos θ) + i sin θ (3.16)

This equation can be misleading in that if the image distance i becomes large,

a high resolving power might be indicated even for small angles. In practice,

however, there are experimental constraints limiting the distance between the

detectors and the magnet.

3.1.2 Electron Spectrometer Design

Figure 3.3 shows a mechanical drawing of the actual pole pieces used in the

experiment. As shown, only the part of the circle that will actually be used to

bend the particles is kept. This minimizes the electrical power needed to produce

a given magnetic field. Also, the entrance side of the pole pieces are cut flat

so that by rotating the pole pieces vertical focusing can be achieved while not

disturbing the basic Browne and Buechner geometry.

The pole pieces are energized using an electromagnet with a “C” shaped iron

yoke. The magnetic field was measured in situ as a function of current. The
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Figure 3.3: Mechanical Drawing of the Pole Pieces
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results are shown in figure 3.4 for a 1 cm gap width. The curve drawn through

the data points is a sixth order polynomial fit with coefficients

Ci = {0.08, 0.92, 0.10,−0.013, 5.3 × 10−4,−10−5, 7.2 × 10−8} (3.17)

At the highest field shown, the energy corresponding to an exit angle of 60◦

is about 100 MeV. As will be shown below, exit angles less than 60◦ lead to

impractical image distances.

Figure 3.4: Magnetic Field with 1 cm Gap

The optical properties of the magnet can be checked against theory in two

ways. First, the actual fringing field of the magnet can be compared with the

curve used in deriving the theory. A measurement of the fringing field is shown in

figure 3.5. The shape is extremely close to the one commonly used in deriving the

ray matrices for a sector magnet [14]. Another more direct test was performed

at UCLA, where a well characterized source of 2 MeV electrons was available.

Using fluorescent screens and CCD cameras, the images formed by the magnet

were found to be in excellent agreement with the predictions of ray tracing.
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Figure 3.5: Fringing Field with 1 cm Gap

Finally, we consider the imaging properties of the particular pole pieces shown

in figure 3.3 given their position relative to the source in the actual experiment.

In the experiment, the pole pieces were positioned approximately one meter from

the source. The rotation angle was 10◦. A lead collimator was used to limit the

angular acceptance of the magnet to about f/60.

Figure 3.6 shows two graphs. The first shows the resolving power as a function

of angle. The fact that the resolving power is high for a wide range of angles is

what makes the Browne and Buechner design attractive. The second plot shows

the image distance as a function of angle. We see that the image distance becomes

impractical for angles less than about 60◦. Shown in figure 3.7 is a polar plot of

the image distance. We see that the locus of all image points lies on a straight

line. This line defines the “image plane” of the spectrometer.

Vertical focusing was not of critical importance in the experiment since the

acceptance cone of the magnet was not much larger than the acceptance cone of
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Figure 3.6: Image distance and resolving power for a 1 cm gap. The image
distance is the distance from the exit pole face to the image point.

Figure 3.7: Image distance for a 1 cm gap on a polar plot, showing that the
surface containing the image of every energy is a plane.
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the detectors. In addition, it is expected that the highest energy particles will

enter the magnet nearly on-axis. Nevertheless, a modest 10◦ pole face rotation

was applied in order to nearly collimate most of the trajectories. Figure 3.8 shows

a plot of the ratio of y′
out/y

′
in as a function of exit angle.

Figure 3.8: Vertical Focusing for a 1 cm gap and pole face rotation of 10◦

3.1.3 Detection Apparatus

The detection apparatus consists of the magnet, a vacuum box, and several silicon

surface-barrier detectors (SSBD) placed in the image plane of the magnet. Also,

on some shots fluorescent screens and film were used to count electrons. Figure 3.9

shows a scale picture of the vacuum box and pole pieces.

The vacuum box is needed only when the electron energy is so low that angular
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Figure 3.9: Detection apparatus. The pole pieces are brought into contact with
the vacuum box from the outside, which results in a gap width of 2 cm. The
exit window of the magnet is composed of O(100) µm thick mylar, and lies
approximately in the image plane of the magnet.
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scattering in the air would affect the resolving power of the magnet. The root-

mean-square (rms) scattering angle for electrons can be determined from1 [16]

〈θ〉rms =
21MeV

pβ

√
ρz

X
(3.18)

where ρ is the mass density of the material, p is the particle momentum in MeV/c,

X is the radiation length of the material, and z is the thickness of the material.

In air, this becomes

〈θ〉rms =
0.16

pβ

√
z (3.19)

where p is again in MeV/c and z is in centimeters. The maximum tolerable

scattering angle occurs when the spot size of initially on-axis electrons reaches

the size of the detector aperture at the detector. That is,

θm =
∆x√

z
= 0.08 (3.20)

Here, ∆x is the aperture size and z is the pathlength in air, which was taken to

be 100 cm. This implies that for energies above 20 MeV, the vacuum box is not

needed.

Surface Barrier Detectors

An SSBD is essentially an n-type silicon substrate with a layer of oxidation and

two metal contacts. The oxidation layer forms a “surface barrier” which causes

the device to behave like a diode. When the SSBD is reverse biased, a deple-

tion region forms adjacent to the silicon-oxide junction. When radiation passes

1In this equation, β is to be regarded as having units of velocity despite being a normalized
quantity.
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through the depletion region, electron-hole pairs are created through ionization.

These free charges are accelerated by the electric field in the depletion region and

are subsequently collected at the electrodes. If each radiation particle creates

the same amount of free charge in the detector, then the detector produces a

current proportional to the number of particles incident upon the detector. For

beta rays in silicon with γ > 3, this is indeed the case since the ionization cross

section is then roughly independent of energy. Also, the range in silicon of such

energetic beta rays easily exceeds the 1 mm thickness of the detectors used in

our experiment.

Since the SSBD’s are sensitive to any type of radiation, measures must be

taken to insure that the radiation of interest dominates the signal. The detectors

were therefore inserted into open ended lead containers with a copper filter facing

the virtual electron source in the center of the magnet. This arrangement is

depicted in figure 3.10. The thickness of the copper was chosen to be as great as

possible given a maximum acceptable scattering angle of 10◦ for beta rays with

the expected energy. This thickness can be calculated using equation 3.18. For

copper, this becomes

z[cm] = 2 × 10−4p2 (3.21)

The lead shielding varied during the course of the experiment. The thickness of

the lead varied between 3 and 6 mm.

Once the charge Q is generated in the SSBD, it must be converted into a

signal readable by a scope. A simple solution is to collect the charge, Q, on a

capacitor, C, and read out the voltage V = Q/C on the scope. The circuit used

in the experiment is shown in figure 3.11. The charge sensitive preamp collects
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SSBDCoax

Lead Housing

Cu Filter

Figure 3.10: SSBD shielding. The electron source is on the right.

the charges generated in the SSBD onto a capacitor with value

C = Cin + Ccable (3.22)

where Cin is the input capacitance of the preamp and Ccable is the capacitance of

the coaxial cable used to transmit the signal. The voltage on the capacitor is held

for a period of time R2C1 which is chosen to be much longer than the duration

of the electromagnetic pulse (EMP) generated by the laser plasma interaction.

This allows the desired signal to be easily separated from the EMP noise which

invariably appears on the scope.

Fluorescer/Film Detector

When the electron flux was high enough, film was used to obtain spatial images

of the electrons in the image plane of the magnet. This corresponds to obtaining

a continuous spectrum. The film was sandwiched between two fluorescent screens

which were in turn placed into a black plastic cassette sealed with black tape.

The film was 35 mm Ilford HP5 Plus, ISO 400 and the fluorescer was 3M

“Trimax”. The film was developed for 5 minutes in D19 developer.

The thickness of the black cassette was 0.5 mm, which is sufficient to absorb
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HV Charge
Sensitive
Preamp
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C1

Figure 3.11: Detection Circuit. The SSBD is reverse biased through two large
resistors R1 and R2. The current generated by incident radiation is collected
by the input capacitance of the charge sensitive preamp. The charge sensitive
preamp was either EG&G model 113 or 142A. High voltage was supplied by a
NIM module.
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stray light generated by the experiment, but also thin enough to transmit elec-

trons in the energy range of interest (10-30 MeV). Thus, it was possible to obtain

simultaneous data using both the fluorescer and the SSBD’s.

Dynamic Range of the Detection System

In this experiment, to count electrons over a broad range of energies required

several orders of magnitude of dynamic range due to the fact that the electron

spectrum was exponentially decaying. The dynamic range of a particular SSBD

in a particular electronic configuration is at best two orders of magnitude. The

dynamic range of a set of differing SSBD’s in different electronic configurations

can be much higher. First of all, the detector thickness, which is directly pro-

portional to sensitivity, can be varied over one order of magnitude. Second, the

preamplifier input capacitance can be varied. The preamp model 113 includes a

dial on the front panel for this purpose. After the cable capacitance is included,

this allows for an additional order of magnitude of dynamic range. Finally, the

bias voltage can be varied. The bias voltage controls the thickness of the de-

pletion region, which in effect is the thickness of the detector. However, the

waveform associated with a partially depleted detector is not ideal. During these

experiments, therefore, the bias voltage was always set to its maximum value.

The dynamic range of the fluorescer/film combination is large due to the fact

that neutral-density (ND) filters can be placed between the fluorescer and the

film. The maximum sensitivity, however, is not as great as that of the SSBD’s.

33



Stray Particles

A problem which is sometimes raised is that if the vacuum box is not in place, it

might be possible for low energy particles to find their way into any given detector

by performing a random walk from the vacuum chamber to the detector. Such

particles could diffuse their way either across or around the magnetic field. We

show here that this eventuality is extremely unlikely.

First, we estimate the number of electrons in the entire plasma. If the radius

of the plasma cylinder is equal to the spot size of the laser (20 µm), and the

length of the cylinder is equal to the length of the gas jet, then for a 1019 cm−3

plasma there are 1014 electrons.

Next, we estimate the probability that a 100 keV electron placed at the win-

dow of the vacuum chamber will be detected by an SSBD. The mean free path

of a 100 keV electron in air is about 10 cm, while the range (distance travelled

before absorption) is about 100 cm. Since the high energy SSBD’s are about

100 cm from the window, the probability of a particle passing through a given

SSBD is the ratio of the SSBD volume to the volume of a sphere with radius 100

cm. This comes to about 5 × 10−8. However, even if a particle enters the SSBD

volume it still must penetrate the lead shielding and the copper filter. The range

of a 100 keV electron in copper is at most 50 µm. The thinnest filter ever used on

the high energy channels was 1 mm. The probability of penetrating the copper is

therefore about 10−9. Since the probability of penetrating the lead is even more

remote, the total probability for detection is about 10−18.

Now, suppose every plasma electron was placed at the window of the vacuum

chamber and given 100 keV. Assuming a neutralizing charge was somewhere
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nearby, the number of electrons detected by a given SSBD would be at most

1014 × 10−18 = 10−4. In other words, one would have to wait about 10,000 shots

before even a single spurious electron could find its way to an SSBD. In reality,

of course, the situation is even better since only a small fraction of the plasma

electrons ever even escape the vacuum chamber.

3.1.4 Detector Characterization

SSBD Calibration

It is possible to obtain reasonable estimates of the charge generated in an SSBD

using a simple theoretical model, but we choose instead to simply calibrate each

detector using a known radiation source. The calibration attempts to determine

the voltage generated on a scope for each electron incident on a particular detector

given various electronic configurations such as the one shown in figure 3.11.

The radiation source used for the calibration was the 2 MeV electron linac

at UCLA with the temperature of the filament in the gun turned down. Nor-

mally, this would be far from an ideal source for calibration purposes because of

tuning drifts due to thermal fluctuations in the size of the RF cavity. An online

method was therefore needed to measure the very small electron flux incident on

the detector each shot. This was accomplished using a fluorescer/CCD camera

combination. The setup is illustrated in figure 3.12. As indicated in the figure, a

fluorescent screen with a hole the size of the detector aperture is placed in front of

the SSBD. When the linac is fired, a simultaneous measurement of counts on the

CCD camera and SSBD signal can be made. If the sensitivity of the fluorescer

in terms of counts per electron is known, and if the electron spot size is much

35



greater than the size of the hole, then the number of electrons incident on the

detector can be determined from the pixel values near the hole.

SSBD

Electrons

CCD

Fluorescer

Photons

Figure 3.12: Schematic of the setup used to calibrate SSBD’s. The 12-bit CCD
camera was thermoelectrically cooled and could easily resolve photon signals due
to electron fluences as low as 103 particles per mm2.

The sensitivity of the fluorescer was determined using a current monitor—

essentially, a magnetic pickup loop. The current monitor can only measure

currents which are much too large for the SSBD’s. The fluorescer bridges the

gap between the two sensitivities with nearly unlimited dynamic range following

from the fact that ND filters can be placed in front of the camera. Using the

current monitor, the maximum current deliverable by the linac was measured to

be about 30 mA. Streak images of Cherenkov emission pinpointed the electron

pulse-length to be about 1.5 ns. The maximum charge deliverable by the linac is

therefore about 50 pC. By associating this number with the maximum number
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of counts measured on the CCD camera, counts per electron was determined for

the particular optical setup used during the calibration measurements.

Fluorescer/Film Calibration

The nonlinearity of film makes converting the film images into quantitative data

nontrivial. The density at each point on the film was determined by taping the

film up to a lightbox and reading the image onto a computer using a CCD camera.

The density was converted to exposure using a calibrated density step-wedge.

3.2 Optical Diagnostics

Optical diagnostics provide an independent measure of various plasma wave char-

acteristis. Figure 3.13 shows the k-matching geometry for the Thomson scatter-

ing diagnostic. In the actual experiment, a 1 cm diameter .53 µm probe beam

containing about 5 mJ of energy in a 20 ps long pulse was propagated into the

plasma at an angle of 104◦ with respect to the infra-red pump beam. Generally,

a probe beam scattering off longitudinal modes in a plasma acquires a frequency

shift such that

ωs = ωg + ωp (3.23)

where ωg is the frequency of the incident probe beam, ωp is the plasma frequency,

and ωs is the frequency of the scattered wave. The probe beam will scatter most

strongly in the direction given by the k-matching condition

ks = kg + kp (3.24)
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Since the plasma is rare, the electromagnetic waves will propagate at about the

speed of light (c = 1):

|ks| = ωs (3.25)

|kg| = ωg (3.26)

Combining the above equations leads to

k2
x + k2

y + 2ω0(kx sin θ + ky cos θ) = 2ω0ωp + ω2
p (3.27)

where kx and ky are respectively the axial and transverse components of kp, and

θ is the angle of incidence of the probe beam with respect to the x-axis. In a

laser accelerator experiment, it is expected that the largest amplitude modes in

the plasma will have kx ≈ ωp. Supposing further that the angle of incidence is

zero, one obtains

ky = −ω0 + ω0

√

1 + 2
ωp

ω0
(3.28)

and for the angle between ks and kg

φ = cos−1



 ω0 + ky√
ω2

p + (ω0 + ky)2



 (3.29)

This comes to about 3.5◦ for a plasma density of 1.5 × 1019.

A subtlety in the Thomson scattering geometry emerges when one considers

the fact that normally ωp/ω0 & 1. In this case, a binomial expansion leads to

ky = ωp = kx (3.30)

Thus, we arrive at the often misleading result that the scattered light is generated

by modes propagating at a 45◦ angle with respect to the main laser axis with phase

velocity c/
√

2. There is nothing false about this conclusion, but it is also true that

38



θ

φ

kg

kg
ks

kp

PlasmaPump

Figure 3.13: Thomson scattering geometry. The x-direction is left-right while the
y-direction is up-down.

any real plasma wave will have a continuous spectrum of wavenumbers in every

dimension. The presence of the component ky = ωp is simply a reflection of the

fact that the plasma wave has a finite radial extent. Indeed, in the experiments

reported here the laser spot size was on the order of a plasma wavelength. It is

expected therefore that the plasma waves driven in the experiment will contain

significant energy in the region of k-space visible to the Thomson scattering

diagnostic.

The usefulness of collective Thomson scattering follows from the fact that the

scattered power can be related to the amplitude of the plasma wave [17, 18]. In

these experiments, the goal of the Thomson scattering diagnostic was to deter-

mine for a given shot the plasma wave amplitude as a function of frequency and

the axial coordinate, x. The setup used to achieve this is illustrated schemati-

cally in figure 3.14. A beam block absorbs the unscattered probe light, while a
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single lens is used to focus the scattered light and thus image the plasma wave

amplitude onto the slit of a spectrometer. The spectrometer preserves the spa-

tial image in the x-direction while dispersing energies in the y-direction. At the

output plane, a map of P (x,λ) appears, where P is the time integrated scattered

power. The scattered power is proportional to ε2. The gated image intensifier is

useful both for increasing the raw signal and for eliminating long time-scale stray

light.

Pump Plasma

Probe

Scattered LightProbe
Dump

Imaging Lens

Imaging
Spectrograph

Image
Intensifier

Figure 3.14: Thomson scattering setup. An image of the scattered light is formed
on the input slit of the spectrometer. The frequency resolved image is transmitted
to a one ns gated image intensifier. The intensified image was captured by a CCD
camera and read into a computer. The spatial resolution along the slit was ≈ 150
µm while the spectral resolution was ≈ 64 Å.
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Chapter 4

Experimental Results and Analysis

The results reported here span three visits to RAL by the UCLA group and

include contributions from numerous workers. The reader is referred to the papers

generated by this body of work [19, 20, 21, 22, 23, 24, and others].

4.1 Preamble on Simulations

Before proceeding to the actual experimental results, we describe a computer

simulation which will be constantly employed as an aid in understanding the

data. The code is called PEGASUS [25]. It is a fully explicit, electromagnetic,

relativistic particle-in-cell (PIC) code which uses a 2D cartesian grid set in motion

at the speed of light. In the simulations discussed here, we typically have a 1 µm,

600 fs (FWHM) diffraction limited pulse with a peak vacuum intensity of 5×1018

W/cm2 and a 20 µm diameter spot size. This pulse is propagated through a 1-2

mm slab of 1-3 × 1019 cm−3 plasma. The plasma begins at x = 0. The ions are

modeled as a fixed uniform neutralizing background.

41



10-1

100

101

102

103

104

105

106

-2 -1 0 1 2 3 4 5

Sp
ec

tra
l e

ne
rg

y 
(A

U)

Frequency shift ( ω
p
-1)

ne=1.5 ×1019

ne= 0.54 ×1019

4.2 Forward Scattering Data

Two forward scattered spectra are shown in figure 4.1. The figure illustrates the

typical result that at higher densities (> 1019 cm−3), each spectral feature broad-

ens considerably [19]. This is a signature of wavebreaking since the broadening

can be associated with the loss of coherenence of the plasma wave. In addition,

the number of high energy electrons (> 10 MeV) detected increased dramatically

as the density was raised above 1019 cm−3. This also indicates wavebreaking,

which is defined as the point where the main body of the electron distribution

function is self-trapped.

Figure 4.1: Spectrum of the transmitted laser light at two pressures. The fre-
quency scale is normalized to ωp so the sideband frequencies have integer values
for both densities.
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4.3 Electron Data

When wavebreaking occurs, it is expected that large numbers of plasma electrons

will be trapped and accelerated to highly relativistic energies. Electrons with

sufficient energy will escape the plasma in the form an electron beam which can

be detected and energy-analyzed using the methods discussed previously.

4.3.1 Electron Shadows

In an environment where radiation of all kinds is present, the first step is to

conclusively demonstrate that the type of radiation one seeks can be separated

from the type one does not seek. At RAL, it was conclusively shown that a beam

of charged particles indeed emerges from the plasma in the forward direction.

The possibility that the signal was due to photons was decisively excluded.

As discussed previously, electrons propagating through the electron spectrom-

eter in the expected way appear to emanate from a virtual source at the center

of the circular pole pieces. If this is so, then opaque objects placed in the spec-

trometer’s output plane should cast shadows which lie on a line drawn through

the virtual source and the object. This proposition was tested using chunks of

lead as the opaque objects and the fluorescer/film detector described previously

to observe the shadows. The results are shown in figure 4.2. The shadow posi-

tions were found to be consistent with a highly localized radiation source at the

center of the spectrometer. Only high energy charged particles emerging from

the plasma could lead to the presence of this source.
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Near field

Far field

Figure 4.2: Two images of accelerated electrons taken on two similar laser shots
with the film / fluorescer cassette located in two different planes: Near field,
against the exit flange of the spectrometer; and Far field, 5 cm away fromand
parallel tothe exit flange. Four lead objects were placed against the vacuum
window, about 1 cm in front of the near field position. The measurement shows
the directional nature of the electrons and the fact that they appear to emanate
from a “virtual source.”

4.3.2 Electron Spectra

At low energies (10-30 MeV), the electron flux is sufficient to use the fluo-

rescer/film detector in conjunction with the SSBD’s. The results from such a

measurement are shown in figure 4.3. The vertical axis of the plot displays elec-

trons per MeV, which is calculated using the formula

electrons

MeV
=

V D

ηE∆x
(4.1)

where V is the raw signal (mV), D is the dispersion of the magnet (cm), η is the

detector sensitivity (electrons per mV), E is the electron energy (MeV), and ∆x

is the size of the detector aperture (cm). The SSBD sensitivity and film exposure

were determined as described previously. The absolute sensitivity of the film

is not known, so the curve was scaled to match the SSBD data. The relative
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agreement between the two detectors, however, is not arbitrary and appears to

be satisfactory.

Figure 4.3: Electron spectra obtained by the SSBD detectors (points) and by
the fluorescer/film detector (curve) for the same shot. The film data was scaled
vertically only to overlap the SSBD data.

The data shown in figure 4.3 is typical of all electron spectra taken in the same

energy range. The predominant feature is a “knee” in the spectrum at around

30 MeV where the spectrum changes from being constant to being exponentially

decaying. Simulation results suggest that this feature is due mainly to the finite

collection angle of the spectrometer. This is illustrated in figure 4.4 which shows

a PEGASUS calculation of the correlation between propagation angle and kinetic

energy after 1 mm of propagation. The propagation angle is defined as

θ =

√
p2

y + p2
z

px
(4.2)
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where x is the axial coordinate. Evidently, the increased collection efficiency

at higher energies makes up for the lack of particles up until 30 or 40 MeV.

Beyond that point, the propagation angle is not a strong function of energy, so

the experimental spectrum begins to drop off as expected.

Figure 4.4: Electron hits in the plane of energy and off-axis-angle for electrons
above 4 MeV as computed by PEGASUS. The data was taken after the laser had
propagated 1 mm into the plasma. The experiment excluded particles outside a
1◦ full angle cone.

A more direct illustration of the effect of the finite collection angle is shown

in figure 4.5. Here the simulated spectrum is shown for both full collection (f/0)

and for a collection cone similar to the one used in the experiment (f/50). We

see that even for the highest energies, a collection angle of f/50 greatly reduces

the number of particles available for detection. Also plotted in figure 4.5 are two

experimental spectra. The data is plotted in terms of “superparticles” per MeV.
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Figure 4.5: Comparison of experimental and simulated electron spectra. The
experimental data is taken from two distinct laser shots so that a broad spectrum
can be shown. The line is the simulated spectrum of all particles regardless of
trajectory—i.e., in an f/0 focal cone. A superparticle is a simulation quantum
equivalent to 106 electrons.
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A “superparticle” is a simulation quantum which in this case carries the charge of

106 electrons. Since the simulation can only measure integral numbers of super-

particles, the simulation data becomes noisy when the number of superparticles

approaches unity. When the number of superparticles is much less than unity,

the simulation data should become intermittent. Taking these facts into account

the agreement between simulation and experiment shown in figure 4.5 is quite

striking.

Three of the highest energy spectra obtained in these experiments are shown

in figure 4.6. Each spectrum was taken at a different backing pressure. The

effective electron density (neff = n/γ, where γ is the relativistic Lorentz factor

of an electron quivering in the laser field) as a function of backing pressure was

experimentally determined to be

neff ≈ (p − 7) × 1018 (4.3)

where p is the backing pressure in bars and neff is given in units of cm−3. This

relation was obtained by measuring the frequency shift in the forward scattered

spectrum and equating it to the relativistic plasma frequency. The same result

was also obtained by observing the frequency shift in the Thomson scattered

probe beam. Using this relation, we see that the 21 bar spectrum corresponds to

a density of 1.4 × 1019 cm−3 and the 27 bar spectrum corresponds to a density

of 2 × 1019 cm−3. As will be discussed below, these numbers imply that electron

energies well beyond the dephasing limit of linear theory were observed in this

experiment.

To affirm the validity of the highest energy data, a discussion of noise is nec-

essary. The signal to noise ratio associated with figure 4.6 varies from 100 for the
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Figure 4.6: High energy electron spectra at three backing pressures. The hori-
zontal error bars indicate the range of energies incident on each detector as well
as taking into account possible positioning errors. The vertical error bars reflect
the uncertainty in detector sensitivity. The signal to noise ratio is independent
of this error.
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lowest energy (31 MeV) to 2 or 3 for the highest energy (94 MeV). The noise is

believed to be due to x-rays generated in the plasma, or x-rays generated by col-

lisions between the electron beam and metallic hardware. The noise levels were

determined by setting the magnetic field to zero during several shots and record-

ing the apparent signal on each channel. The maximum such signal obtained for

a given channel was then considered to be the noise level for that channel.

4.4 Plasma Wave Images

The laser power for a typical shot in these experiments (20 TW) exceeded the

critical power for relativistic self focusing (Pc) by a factor of 20-24. High laser

intensities could therefore persist over distances much greater than the Rayleigh

length, zR = πw2
0/λ. Here, w0 is the rms spot size of the laser beam at best focus

and λ is the laser wavelength. By imaging the plasma waves excited by the laser,

their amplitude and spatial extent can be determined. This allows an estimate

of laser intensity vs. position to be made, which provides a quantitative measure

of the effectiveness of the self-focusing process. In addition, such images can be

used to determine the maximum energy gain for the self-trapped electrons. This

number can then be compared with the measured electron spectrum for the same

shot.

Figure 4.7 shows the Thomson scattering image for a shot on which anoma-

lously high energy electrons (88 MeV) were observed, but which did not exhibit

evidence of self-focusing. As shown in the figure, the wave amplitude exceeds one

third its maximum value over 0.6 mm which is approximately one Rayleigh range.

Evidently, self-focusing did not occur to a very great extent even though the laser
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power was far above the critical power, Pcr. It was found during the experiment

that the length over which a plasma wave is excited depends critically on where

in the gas the laser is focused. This may have to do with ionization induced

refraction in the “corona” associated with an ambiguous gas-vacuum boundary.
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Figure 4.7: Thomson scattered spectrum vs. distance along the gas jet indicating
the spatial extent of the relativistic plasma wave. Position zero is the center of
the 4 mm diameter gas jet. The laser propagates from left to right and is focused
at -2.0 mm. The stray light at ∆λ = 0 has been attenuated by a factor of 4.
The gas jet backing pressure was 21 bar and the laser energy on target was 23 J.
Wave amplitude vs. position is shown in the inset.

Figure 4.7 can also be used to estimate the dephasing limit for this shot.

The frequency shift implies an effective electron density of 1.4× 1019 cm−3 which

gives γph = 8.5 and a dephasing distance of L ≈ 0.32 mm. Also, the observed

uniformity of the frequency shift indicates that within the 50 Å resolution of

the detection system the plasma density is uniform throughout the length of the

plasma wave. It is difficult to obtain an absolute estimate of the amplitude of
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the plasma wave from the scattered power because of large uncertainties in esti-

mating the transverse dimension and duration of the plasma wave. However, on

some shots the second harmonic of the plasma wave is also seen in the Thomson

scattered spectrum. Based on harmonic ratios [26], the amplitude of the waves

observed on these shots can be determined and then related to the number of

counts on the CCD. Using this measurement as a calibration, the peak amplitude

of the wave from figure 4.7 can be shown to be between 20 and 60 percent. Using

the most liberal estimate of the wave amplitude (ε = 0.6), the dephasing limit

comes to 55 MeV. On the other hand, integrating the amplitude of the acceler-

ating electric field over the entire length of the plasma wave gives an energy gain

of 120 MeV. This is the energy a particle would gain if somehow the dephasing

process could be eliminated. As will be discussed below, the detection of 88 MeV

electrons on this very shot indicates that to some extent this may indeed happen.

Figure 4.8 shows a plasma wave image where self-focusing is clearly in evi-

dence. Here we see that plasma waves are excited throughout the entire length

of the gas jet, which covers a distance of more than ten Rayleigh lengths. The

frequency change in the central region is accounted for by the gas jet’s inherent

neutral density profile. The amplitude of the plasma wave at z = 1.7 mm is esti-

mated using the methods described previously as 20-60%. The intensity needed

to drive this plasma wave can be estimated using the 3D wake-field formulism [2]

n

n0
≈ a2/2

(1 + a2/2)1/2

[

1 +
8

k2
pw

2

(

1 − 2r2

w2

)]

exp

[
−2r2

w2

]

(4.4)

where a is the peak normalized vector potential associated with the laser, and w

is the spot size. The normalized vector potential is related to the laser intensity
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Figure 4.8: Thomson scattered spectrum vs. distance along the gas jet. The gas
jet backing pressure was 20 bar and the laser energy on target was 24 J.
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by

a ≈ 8.6 × 10−10λ[µm]
√

I[W/cm2] (4.5)

Inserting this into the wake-field formulism gives a relationship between the inten-

sity, spot size, and plasma wave amplitude. Evaluating this relationship on axis

(r = 0), we plot the channeled intensity vs. the unknown spot size in figure 4.9

for a plasma wave amplitude of 50%. Also shown is the laser power required given

a particular intensity and spot size. The laser power is most likely constrained

to the range 1 < P < 20 TW since 1 TW is the critical power for relativistic

self-focusing and 20 TW is the incident power. Examining figure 4.9 reveals that

the channeled intensity throughout this range exceeds 1018 W/cm2, whereas the

intensity after 12 Rayleigh lengths of vacuum propagation would have been less

than 1016 W/cm2.

The electron spectrum measured on the shot with self-focusing did not indi-

cate that self-focusing is amenable to the production of high energy electrons.

The shot associated with the short plasma wave of figure 4.7 produced more

electrons at all energies than the shot associated with the long plasma wave of

figure 4.8. Generally, there was no clear correlation between self-focusing and

electron production. At high energies, this is not surprising since figure 4.8 in-

dicates that the self-focusing process results in the production of several distinct

plasma waves which cannot be expected to be coherent with respect to one an-

other. At low energies, this may not be so important. Indeed, other workers [27]

have observed a correlation between self-focusing and electron production in the

energy range 1-2 MeV.
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Figure 4.9: Channeled intensity after 12 Rayleigh lengths assuming a wake-field
type driver and a plasma wave amplitude of 50%. The dashed line is the laser
power implied by the given intensity and spot size, which is not likely to exceed
the incident power of 20 TW.
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4.5 Acceleration Beyond the Dephasing Limit

As mentioned above, the highest energy electrons observed in the experiment

exceeded the dephasing limit of linear theory. According to the linear, but two

dimensional, cold plasma theory, the maximum energy [1] of an electron trapped

by the potential of a relativistic plasma wave having an amplitude eφ = εmc2 is

given in the limit εγph > 1 by

W ≈ 2γph(1 + εγph)mc2 (4.6)

where ε = φ/φmax = n1/n is the normalized potential or density perturbation

associated with the wave and γph is the Lorentz factor corresponding to the phase

velocity vph of the wave. γph is approximately ω/ωp where ω is the laser frequency

and ωp is the plasma frequency. It is generally assumed that vph = vg, where

vg = c(1 − ω2
p/ω

2)1/2 is the linear group velocity of light in the plasma. Here we

have only considered acceleration of the electron while it is in the focusing phase

of the radial electric field since test particle calculations in ideal plasma waves

have shown that electrons injected into defocusing regions are deflected out of

the wave as they are accelerated.[9] The dephasing distance is obtained by simply

calculating the distance it takes a particle moving at c to move ahead of the wave

moving at vph, by 1/4 of the plasma wavelength, λp/4. This gives a dephasing

distance, L = πγ2
ph/kp where kp = ωp/c.

The above estimates for W and L are only valid for small ε and constant vph

plasma waves. Indeed, self-consistent particle-in-cell (PIC) simulations of plasma

beat wave and laser wake field accelerators [8] (where extremely coherent plasma
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waves (ε < 0.5) were excited) show that the externally injected particles gain en-

ergy principally in the focusing and accelerating phase of the wave and that the

above linear scaling relationships are excellent predictors of both the dephasing

length and the energy gained by the particles. However, for extremely nonlinear

plasma waves there are many mechanisms including frequency shifts[28], relativis-

tic effects[2, 29, 30], pulse shape and time evolution of the driver[25], incoherent

plasma wave dynamics[31] and self-generated focusing fields[32] that can lead to

energy gains greater or less than the linear dephasing limit.

The experimental spectra of figure 4.6 reveal that the linear dephasing limit

can indeed be exceeded. Based on both Thomson scattering data and simulation

results, the amplitude of the plasma wave during these shots was limited to about

ε = 0.6. Also given by Thomson scattering is the “effective density” as a function

of the axial coordinate. The effective density is given by

neff =
n

γ
(4.7)

where γ is the average Lorentz factor of the particles making up a fluid element.

Figure 4.7 gives the typical result that the effective density is nearly constant

throughout the length of the plasma wave. Based on this information, the de-

phasing length for the lowest pressure shot (n/γ = 1.4× 1019 cm−3) should have

been L ≈ 0.32 mm and the maximum energy should have been 55 MeV. Hence,

the observed maximum energy of 94 MeV is nearly double the dephasing limit.

Furthermore, for the highest density shot (2 × 1019 cm−3) the spectrum extends

beyond 74 MeV which is the energy an electron would have even if it were to sur-

vive the full λp/2 accelerating phase of the plasma wave. There are in essence two
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possible explanations for the observed acceleration. First, variations in the ampli-

tude or phasing of the plasma wave could exist if they occured on a spatial scale

much smaller than the resolution of the Thomson scattering diagnostic, which

is approximately 150 µm, or 10-20 plasma wavelengths. Second, the presence of

the laser fields could modify the particle dynamics in some way which enhances

energy gain. As will be discussed below, simulation results strongly suggest that

local nonlinear modifications to the plasma wave phasing are responsible for the

enhanced acceleration.

Once again, we call upon PEGASUS to clarify the experimental observations.

The simulation propagates a 1 µm, 600 fs (FWHM) diffraction limited pulse

with a peak vacuum intensity of 5× 1018 W/cm2 and a 20 µm diameter spot size

through a 1 mm slab of 1.4 × 1019 cm−3 plasma. The plasma begins at x = 0

mm. The ions are modeled as a fixed uniform neutralizing background. In the

experiment, the pulse length is actually 1 ps (and the inverse of the ion plasma

period is 2.5 ps so ion motion could be important at the back of the pulse) and

the plasma is formed by self-ionization which leads to a fully ionized plasma over

several spot sizes. The results from this code[25, 8] have been shown to be in

agreement with other observables from this experiment, such as the number of

Stokes and anti-Stokes satellites, and the fractional laser light transmitted from

an experiment by C. Coverdale et al.[19]

As discussed elsewhere,[25] the laser pulse undergoes a complex spatial-temporal

evolution of Raman scattering (back/side/forward), and self-focusing/filamentation.

The front of the pulse etches away from Raman sidescatter leading to a deformed

laser pulse envelope. This deformation generates a wake which seeds Raman
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forward scattering. The phase velocity of the wake as computed from vph = vg

corresponds for our simulation parameters to γ2
ph = 70. However, the simula-

tion results show that the phase velocity of the first few wavelengths of the wake

initially correspond to γ2
ph = 50. In other words, vph += vg. We believe this dis-

crepancy to be real, probably due to the reduction in phase velocity of the wake

caused by the etching away of the front of the laser pulse[29]. Based on the value

γ2
ph = 50 one would expect the energy gain of particles (once trapped) to cease

because of dephasing after 0.22 mm. However, we will see that once wavebreaking

occurs γph can increase in localized regions of the laser pulse so that acceleration

can occur over lengths greater than expected within certain accelerating buckets.

For this simulation, the accelerating plasma wave breaks after the leading

edge of the pulse has propagated approximately 0.4 mm into the plasma slab. At

this point the maximum normalized amplitude of the accelerating field is quite

close to ε = 1. Once wavebreaking occurs and a significant number of electrons

are self-trapped the wave amplitude is reduced to 0.25 < ε < 0.65 because of

beam loading. In other words the trapped electrons are accelerated at an average

ε of less than 1. This is illustrated in figure 4.10(a) where we plot the normalized

accelerating field on axis, Ex, and the normalized longitudinal momentum, Px, of

electrons above 4 MeV vs. (x − ct) for the plasma wave buckets containing the

most energetic trapped particles. The front of the laser pulse is at (x − ct) = 0,

while x is held fixed at 1 mm. Although not shown here, prior to wavebreaking,

only a few particles are trapped in these buckets, and their energies are limited

to about 5 MeV. As can be seen in figure 4.10(a) the electrons are accelerated up

to 80 MeV while Ex is much less than 1 for all the buckets. The peak electron
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energies are therefore beyond the linear dephasing estimate of 2εγ2
phmc2, which

even for an ε of .65 and γ2
ph of 50 gives W = 42 MeV. Furthermore, it is clear that

the plasma wave has lost its coherence (i.e., its wavelength is not constant) and

that some particles are still at peak accelerating regions while others are at peak

decelerating regions. This illustrates that once wavebreaking occurs the plasma

wave’s phase velocity is not given by the simple theory.

We have observed in this and several other simulations that beam loading has

a profound effect on both the coherence of the plasma wave and on the instan-

taneous phase velocity of the buckets in which the electrons are trapped[8]. We

have seen that within the laser pulse envelope, particles trapped in the later buck-

ets are the ones that gain the highest energies even though the wave amplitude

is neither the largest nor the most sinusoidal there. As the particles trapped in

the earlier buckets gain energy, the wake produced by them similarly accelerates.

The total electric field is the superposition of the original wave field and the wake

field induced by the trapped particles. This total field consequently not only be-

comes incoherent because of the large energy spread of the trapped particles in

the earlier buckets, but the effective phase velocity of this field increases. This

appears to cause some particles in the later buckets to gain energies higher than

the linear dephasing limit.

Simulations with γph between 7 and 9 produced very similar electron spectra

at the highest energies, as did the experiment. A possible reason for this could

be that at high density, although γph is smaller, more electrons are trapped and

accelerated more rapidly causing the effective phase velocity of the beam loaded

wave (later buckets) to become greater than it is at lower density.
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Figure 4.10: (a) The normalized electric field Ex (lines) in units of mcωp/e and
the normalized electron longitudinal momentum Px (dots) in units of mc vs.
distance from the leading edge of the laser pulse (x − ct) in units of c/ωp fixing
x at 1 mm into the plasma. (b) Maximum electron energy Wmax in MeV vs. ct
(inset) and the electron distribution functions at ct = 0.4 mm (i) and 1.3 mm
(ii).
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To further illustrate that some of the trapped particles have gone beyond the

simple dephasing estimate, we plot the energy of the most energetic electrons

vs. ct in figure 4.10(b) inset. We see that in an average sense the electrons

with maximum energy at any given ct are accelerated at a nearly constant rate

from ct ≈ 0.5 mm to 0.85 mm. If simple dephasing were occuring then the rate

would not be constant and, in fact, particles would begin to lose energy beyond

the dephasing length of 0.22 mm. Over this distance the average Ex is 0.65

which corresponds to a gradient of ≈ 2.4 GeV/cm. Note further that after 0.85

mm the peak electron energy dips but then begins to increase further to a peak

value of ≈ 95 MeV demonstrating the turbulent nature of acceleration. Since the

plasma slab is only 1 mm thick, electron energy gain beyond ct = 1 mm is due to

accelerating buckets in the back of the laser pulse since the front of the pulse has

exited the plasma. Following wavebreaking, which occurs at ct = 0.4 mm, most

of this energy gain occurs in ≈ 0.6 mm. This is consistent with the measurment

of the spatial profile of the plasma wave shown in figure 4.7 inset.

4.6 Multiple Bunch Beamloading

In the last section, it was shown that wavebreaking leads to turbulent, localized

modulations in the phase of the accelerating field. It was inferred that these mod-

ulations can be explained in terms of beamloading, and further, that they lead

to acceleration beyond the dephasing limit. To demonstrate this more directly,

we develop a simple one-dimensional numerical model which regards the phase

modulation as the result of beamloading by discrete electron bunches. Beam-

loading is the generation of a wake behind each bunch which interferes with the
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accelerating field such that energy is conserved.

Consider a set of highly localized electron bunches with positions {xi}, charges

{qi}, and velocities {vi}. The wake due to each bunch is well known to be [2]

Ei(x) = −4πqiH(xi − x) cos ki (xi − x) (4.8)

where ki = ωp/vi, and H is defined by

H(x) =






1 x > 0

1/2 x = 0

0 x < 0

(4.9)

The stipulation H(0) = 1/2 is needed to accurately model the self-force on each

bunch. This can be seen by considering a finite bunch and letting its size become

arbitrarily small. The field due to the whole system is the superposition of all

the wake-fields with the main accelerating field:

E(x) = E0 cos kp(x − vφt) +
∑

i

Ei(x)H
(

vi

c
− 1

4

)
(4.10)

Here, vφ is the phase velocity of the accelerating field and kp = ωp/vφ. The factor

H eliminates any wakes caused by non-relativistic or backward-moving bunches.

These wakes must be neglected since their wavelengths are too small to resolve

efficiently. The system of equations is closed using v = ẋ along with the equation

of motion for each bunch

∂t (γimvi) = −eE(xi) (4.11)

Here, e and m are the electronic charge and mass, and γi is the Lorentz factor

associated with vi.
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Table 4.1: Parameters for Run 1

Quantity Value
Time Step 0.01
Steps 300, 000
Field Amplitude E0/Emax = 0.7
Field Lorentz Factor γφ = 8.5
Bunches none
Test Particle Start Point kpx = −27.9494
Test Particle Charge q = 0
Test Particle Lorentz Factor γ = 8.5

By integrating the above set of equations on a computer, one can find by trial

and error a case such that for modest parameters (4πq ≈ 0.1E0, E0 ≈ 0.5Emax)

acceleration beyond the dephasing limit is achieved. To illustrate this, we consider

three cases in order of increasing complexity. For the first case, called “run 1”,

we simply consider a test particle in a sinusoidal accelerating field, phased such

that the maximum possible energy gain is attained. The parameters for this

run are given in table 4.1. In the second case, called “run 2”, we consider a

test particle trailing a charged bunch modeled without the self force. The bunch

charge and the accelerating field are chosen so that the peak amplitude of the

total accelerating field equals the peak amplitude from run 1. In the last case,

called “run 3”, we consider the same situation as in run 2 except that several

charged bunches are placed in close proximity to one another. Also, in run 3 the

self-force is included. The exact parameters for runs 2 and 3 are indicated in

tables 4.2 and 4.3.

The momentum histories for the test particle in each of the three runs are

shown in figure 4.11. In the case of run 1, we see that as expected the maximum
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Table 4.2: Parameters for Run 2

Quantity Value
Time Step 0.01
Steps 300, 000
Field Amplitude E0/Emax = 0.35
Field Lorentz Factor γφ = 8.5
Bunches 1
Bunch Start Point kpx = −12.192
Bunch Charge 4πq = −.35
Bunch Lorentz Factor γ = 100
Test Particle Start Point kpx = −27.9494
Test Particle Charge q = 0
Test Particle Lorentz Factor γ = 8.5

Table 4.3: Parameters for Run 3

Quantity Value
Time Step 0.01
Steps 300, 000
Field Amplitude E0/Emax = 0.35
Field Lorentz Factor γφ = 8.5
Bunches i = {0, 2, ..., 9}
Bunch Start Point kpxi = −12.1915 − 0.0001i
Bunch Charge 4πqi = −.035
Bunch Lorentz Factor γi = 100 + 5i
Test Particle Start Point kpx = −27.9494
Test Particle Charge q = 0
Test Particle Lorentz Factor γ = 8.5
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energy of the particle is limited by dephasing. In the case of run 2, however, we

see that the dephasing limit is easily surpassed, and indeed, the particle never

stops gaining energy. The reason for this is made clear by considering snapshots

of the electric field along with the particle positions, as illustrated in figure 4.12.

As the test particle eventually approaches a decelerating region the two wakes

destructively interfere dropping the wake amplitude to exactly zero. When the

bunch driver moves further ahead of the original wake, the total wake amplitude

begins to increase, but the phase of the total wake shifts by π so that the test

particle is now in a region of accelerating phase. This phase locking will last until

the particle dephases from the bunch driver.

In the case of run 3, figure 4.11 shows that the test particle again surpasses

the dephasing limit, but the particle does begin to lose energy after a certain

point. The electric field snapshots and particle positions for this case are shown

in figure 4.13. We see that the situation is similar to that of run 2, except that

the inclusion of self-forces and the effects of multiple bunches lead to a less ideal

accelerating structure.

4.7 Conclusions

It has been demonstrated experimentally that when wavebreaking occurs, the

maximum energy gain in a self-modulated laser accelerator is not limited by

the simple dephasing estimates of linear theory. Electron spectra and collective

Thomson scattering data have been obtained simultaneously, allowing comparison

of the electron energies with key properties of the accelerating structure. Particle

simulations suggest that multiple-bunch beam loading is largely responsible for
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Figure 4.11: Momentum history for runs 1, 2 and 3. The solid line is the orbit
for a test particle which achieves maximum energy gain in the accelerating field
alone. The dotted line is the orbit for a test particle trailing a charged bunch
with no self-force. The dashed line is the orbit for a test particle trailing several
charged bunches with the self-force modeled correctly. The dephasing limit is
exceeded by a factor of approximately 3/2.
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Figure 4.12: Idealized evolution of the electric field. Bunch positions are indicated
by dots. (a) A charged bunch starts at ξ ≈ −2λp and a test particle starts at
ξ ≈ −4.5λp. (c) The wave amplitude is reduced as the test particle slips into the
decelerating phase. (d) The particle moves back into the accelerating phase very
quickly. (e) The amplitude then increases again.
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Figure 4.13: Evolution of the electric field with self-forces. (a) Several bunches
start at distinct positions near ξ ≈ −2λp. The test particle is at ξ ≈ −4.5λp.
(b-e) The test particle is accelerated in a manner similar to that of the idealized
case, but not quite as favorable.
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the local phase modifications which result in enhanced acceleration. In addition,

self-focusing of the laser has been quantitatively demonstrated by observing the

plasma waves driven in the resulting laser-channel. No clear correlation was

observed between self-guiding and electron production in the energy range 30-

100 MeV.
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Part II

Electromagnetically Induced Transparency in Plasma
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Chapter 5

Introduction and Basic Relations

5.1 Introduction

Electromagnetically induced transparency (EIT) is a process whereby the inter-

action between intense radiation and a medium causes the medium to become

transparent to a range of frequencies which would normally be reflected or ab-

sorbed. This process was demonstrated experimentally in strontium vapor by

Boller et al in 1991 [33]. Recently, it was proposed by S.E. Harris that a similar

process might occur in plasma [3].

In an ordinary dielectric medium, light waves are affected by the dipole mo-

ment they induce on the atoms in the medium. If the light wave drives the atom

below its resonant frequency, the phase of the scattered wave is such that con-

structive interference occurs in the forward direction. If the light wave drives

the atom above its resonant frequency, the phase of the scattered wave is such

that destructive interference occurs in the forward direction. Because of this,

radiation with frequency just above the resonant frequency fails to penetrate the

medium. For frequencies much higher than the resonant frequency radiation is
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Figure 5.1: Dispersion in an ordinary medium (a) with damping (b) without
damping. The dotted horizontal line marks where ε = 1. The solid horizontal
line corresponds to ε = 0. The refractive index is ε1/2 which is imaginary between
the resonant frequency and the cutoff.

again transmitted since the interaction with the atom is then weak. Thus, in the

case where absorption is neglected, there is a stopband bounded below by the

resonant frequency and bounded above by the cutoff frequency. This is illustrated

in figure 5.1(b) which shows the dispersion curve for a lossless atomic medium in

the vicinity of a resonance. The situation may not be as simple when the atomic

dipoles are driven nonlinearly due to the presence of intense radiation. In this

case, the dipole moment may acquire frequency components not contained in the

incident radiation. If one of these frequencies lies in the stopband predicted by

linear theory, radiation at that frequency could be transmitted depending on the

phasing of the nonlinear oscillation.

In a plasma, the resonant frequency is zero while the cutoff frequency is the

plasma frequency. The dispersion curve is the same as the one shown in fig-

ure 5.1(b) except that the left half of the plot is not applicable. For small am-

plitude electromagnetic waves in one dimension, the electron current is a linear
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function of the applied field. For large amplitude electromagnetic waves, there

are two sources of nonlinearity. First, when the relativistic mass increase of the

electrons becomes significant, the electron current is smaller than it would be oth-

erwise since the momentum rather than the velocity is proportional to the applied

field. This reduces the amplitude of the scattered wave and makes propagation

easier. Second, the magnetic field associated with the radiation causes longitu-

dinal particle motions which result in a density perturbation. Currents driven

in the density perturbation will have frequency components not contained in the

driving field. If these frequencies lie in the stopband, anomalous transparency

might occur.

In this dissertation, we investigate EIT in a plasma. In the original work

of Harris, two electromagnetic waves were considered. An intense wave, the

“pump”, with frequency above the cutoff was propagated simultaneously with a

weaker wave, the “Stokes”, with frequency below the cutoff. The beating of the

two waves drove a density perturbation which led to nonlinear currents allowing

the Stokes wave to propagate. Here, we extend the analysis to include a third

wave, the “anti-Stokes”, at a frequency higher than that of the pump. We also

consider relativistic effects, the stability of the plasma, and most importantly, the

effect of boundaries. It is found that in a bounded system, induced transparency

cannot occur in the strict sense. However, it is possible to generate propagating

waves in a stopband. Computer simulations are used throughout to support the

analysis.
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5.2 Normalized Units

Normalized units are used throughout the following analysis. In particular, ve-

locity is normalized to the speed of light, density is normalized to the plasma

density, charge is normalized to the electronic charge, and mass is normalized to

the electronic mass. It follows that if the plasma frequency in ordinary units is ωp,

then the unit of time is ω−1
p and the unit of distance is c/ωp. Also, with the vector

potential normalized to mc/e (with respect to mks units), the electromagnetic

field equations are

(∆− ∂tt)A = −j + ∇(∇ · A + ∂tφ) (5.1)

∆φ + ∂t(∇ · A) = −ρ (5.2)

where A is the vector potential, φ is the scalar potential, j is the current density

and ρ is the charge density. Here, no particular gauge has been committed to.

The relativistic equation of motion for a fluid element is

∂tp = ∇φ + ∂tA − v ×∇× A − (v ·∇)p (5.3)

where p is the electron momentum and v is the velocity.

5.3 Starting Equations

5.3.1 Inhomogeneous Plasma

Consider a cold unmagnetized plasma wherein all quantites vary only in the x-

direction. Let the electron density be described by

n = n0(x) + n1(x, t) (5.4)
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where n0 is constant in time and is neutralized by a background of immobile ions.

Consider further linearly polarized electromagnetic waves described by a vector

potential A = Ax(x, t)x̂ + Ay(x, t)ŷ where x̂ and ŷ are the unit vectors.1 We

seek a pair of coupled equations involving only Ay and the density perturbation

n1. We begin with the wave equation for Ay:

(∂xx − ∂tt)Ay = −jy = nvy − J (x, t) =
npy

γ
− J (x, t) (5.5)

where J is an externally driven current, vy is the velocity of a fluid element,

and npy is the corresponding momentum density. Since y is a cyclic coordinate,

py = Ay by conservation of canonical momentum. Also,

1

γ
= (1 + p2)−1/2 = 1 −

A2
y

2
+ O(A4

y) (5.6)

provided px = O(p2
y). Substituting these results into the wave equation gives

(∂xx − ∂tt)Ay = (n0 + n1)

(

1 −
A2

y

2

)

Ay − J (x, t) + O(A4
y) (5.7)

We now take n1 = O(Ay). This requires that the term A3
yn1/2 be absorbed into

the O(A4
y) terms. With the assumption that Ay & 1 the equation for Ay is then:

(∂xx − ∂tt − n0)Ay =

(

n1 − n0

A2
y

2

)

Ay − J (x, t) (5.8)

The equation for n1 comes from the continuity equation:

− ∂tn1 = ∂x [(n0 + n1)vx] (5.9)

1The x-component will not be needed in the forthcoming analysis, but could be present
depending on the gauge.
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Suppose for the moment that n1vx = O(A4
y). Then differentiating with respect

to time gives

− ∂ttn1 = ∂xn0∂tvx + n0∂xtvx + O(A4
y) (5.10)

The axial velocity vx can be eliminated using the momentum equation along with

the differential form of Gauss’ law. The momentum equation is

∂tpx = −Ex − vy∂xAy − vx∂xpx (5.11)

where Ex is the axial electric field. This expands to

∂t

[

vx

(

1 +
A2

y

2

)]

= −Ex −
(

1 −
A2

y

2

)

(Ay∂xAy − px∂xpx) + O(A4
y) (5.12)

The convective term and all the relativistic terms are fourth order and must

be collected with the fourth order terms left over from the expansion of the

relativistic Lorentz factor. We note that this results in the elimination of the

relativistic frequency shift of the plasma wave. The resulting equation is

∂tvx = −Ex − ∂x

(
A2

y

2

)

+ O(A4
y) (5.13)

The electric field Ex can be expressed in terms of n1 via the Maxwell equation

∂xEx = −n1. This leads to

∂tvx =
∫

n1dx − ∂x

(
A2

y

2

)

(5.14)

and

∂xtvx = n1 − ∂xx

(
A2

y

2

)

(5.15)

We see that n1 = O(Ay) is inconsistent with the previous requirement vx =

O(A2
y). Instead, we must have n1 = O(A2

y) which leads to n1vx = O(A4
y) as was
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supposed in writing equation 5.10. Finally, inserting the expressions for ∂tvx and

∂xtvx into equation 5.10 gives

− (∂tt + n0)n1 = ∂xn0

(∫
n1dx − ∂x

A2
y

2

)

− n0∂xx

A2
y

2
(5.16)

Equations 5.8 and 5.16 are the starting equations for an inhomogeneous plasma.

5.3.2 Homogeneous Plasma

In the case of a homogeneous plasma n0 = 1 and the equation for Ay becomes

(∂xx − ∂tt − 1)Ay =

(

n1 −
A2

y

2

)

Ay − J (x, t) (5.17)

while the equation for n1 becomes

− (∂tt + 1)n1 = −∂xx

A2
y

2
(5.18)

In frequency space, the density perturbation can be expressed explicitly in terms

of the vector potential:

n̂1 =
k2

4π(ω2 − 1)
(Ây ∗ Ây) (5.19)

where the circumflex denotes a Fourier transformed quantity and the asterisk

denotes convolution. Then the vector potential in frequency space can be found

from the single integral equation

(ω2 − k2 − 1)Ây =

[(
k2

ω2 − 1
− 1

)

(Ây ∗ Ây)

]

∗ Ây

8π2
− Ĵ (ω, k) (5.20)

5.4 Normal Modes and Causality

Equation 5.20 is useful if it approximates the response of a plasma to some

physically realizable source of radiation. The source must therefore satisfy the
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requirement of causality. In particular, the prescribed current J must satisfy

J (x, t) = 0 for t < 0 but must be nonzero somewhere. Nevertheless, in this

chapter we solve for the normal modes of the plasma which are found by setting

J = 0 at all times. We comment, therefore, on the relationship between the

normal modes of the plasma and the response of the plasma to an external source.

It is convenient to rewrite equation 5.20 as follows:

L̂(ω, k)Â = N̂(Â) − Ĵ (ω, k) (5.21)

where

L̂(ω, k) = ω2 − k2 − 1 (5.22)

and N̂ is a nonlinear operator defined by

N̂(Â) =

[(
k2

ω2 − 1
− 1

)

(Â ∗ Â)

]

∗ Â

8π2
(5.23)

which returns the nonlinear part of the current density. Note that we have

dropped the y subscript on Â. If the nonlinear term is neglected then Â = −Ĵ /L̂

and the response of the plasma to an arbitrary source is simply

A(x, t) = −G(x, t) ∗ J (x, t) (5.24)

where

Ĝ(ω, k) =
1

L̂(ω, k)
(5.25)

In other words, L̂ is the reciprocal of the frequency space representation of the

Green’s function for a linear plasma.

In the linear case, the Green’s function is closely related to the normal modes

of the system which are found from

L̂Â = 0 (5.26)
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The general solution is

Â = A0δ(ω + ω0, k − k0) + A∗
0δ(ω − ω0, k + k0) (5.27)

where A0 is a constant and ω0 and k0 satisfy the dispersion relation

L̂(ω0, k0) = 0 (5.28)

The poles of the Green’s function are therefore the zeroes of the dispersion func-

tion.

When the nonlinear term is included the situation is much more complicated.

Consider the action of the operator N̂ on a series of delta functions. First, we

introduce the shorthand notation

∆i = Aiδ(ω + ωi, k − ki) + A∗
i δ(ω − ωi, k + ki) (5.29)

which is just the frequency space representation of

Ai

2π
ei(ωit−kix) + cc (5.30)

Sum or difference frequencies can be represented in the following compact way:

∆i+j = AiAjδ(ω + ωi + ωj, k − ki − kj) + A∗
i A

∗
jδ(ω− ωi − ωj, k + ki + kj) (5.31)

∆i−j = AiA
∗
jδ(ω + ωi − ωj, k − ki + kj) + A∗

i Ajδ(ω− ωi + ωj, k + ki − kj) (5.32)

which is useful since

∆i ∗∆j = ∆i+j +∆i−j (5.33)

Now let

Â =
n∑

i=0

π∆i (5.34)
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Inserting this into the expression for N̂(Â) one finds that

N̂(Â) =
π

8

n∑

i=0

n∑

j=0

n∑

k=0

Pi+j(∆i+j+k +∆i+j−k) + Pi−j(∆i−j+k +∆i−j−k) (5.35)

where

Pi±j =
(ki ± kj)2

(ωi ± ωj)2 − 1
− 1 (5.36)

The second term of Pi±j is the relativistic correction. The nonrelativistic part of

Pi±j∆i±j±k represents the scattering of the wave at ωk off the density perturbation

driven by the waves at ωi and ωj. This generates a wave at ωi ± ωj ± ωk. In

other words, the presence of any set of frequencies implies the presence of all

possible sums or differences of any three of those frequencies. This implies that

for any frequency supposed present, all its odd harmonics must be present as

well. Hence, an infinite number of frequencies are required to strictly satisfy

L̂Â = N̂(Â). Approximations must be used to truncate the series.

5.5 Three Wave Solution

The infinite series of delta functions needed to solve L̂Â = N̂(Â) can be truncated

by noting that Pi−j is large when ωi − ωj ≈ 1. Consider the vector potential

Â = π∆0 + π∆1 + π∆2 (5.37)

where ω1 = ω0 − ∆ω, k1 = k0 − ∆k, ω2 = ω0 + ∆ω, and k2 = k0 + ∆k. The

first term is called the “pump” wave, the second is called the “Stokes” wave,

and the third is called the “anti-Stokes” wave. If ∆ω ≈ 1 then only terms with

coefficients P0−1, P0−2, P1−0, or P2−0 need be retained. Furthermore, supposing

that A0 - A1 and A0 - A2 one may take only the first term in the summation
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over k in equation 5.35. With these approximations, one has

L̂Â =
π

4
{P1−0[∆1−0+0 +∆1−0−0] + P2−0[∆2−0+0 +∆2−0−0]} (5.38)

Equating the coefficients of each δ-function results in three equations:

L̂(ω0, k0)A0 = 0 (5.39)

L̂(ω1, k1)A− =
|A0|2

4
(P1−0A− + P2−0A+) (5.40)

L̂(ω2, k2)A+ =
|A0|2

4
(P1−0A+ + P2−0A−) (5.41)

where A− = A1 and A+ = A∗
2. The dispersion relation for the pump wave follows

immediately from equation 5.39:

k2
0 = ω2

0 − 1 (5.42)

Equations 5.40 and 5.41 relate the sideband amplitudes. Taking A0 to be real

and rewriting these in matrix form gives




D− − A2
0P/4 −A2

0P/4

−A2
0P/4 D+ − A2

0P/4









A−

A+



 = 0 (5.43)

where

D± = (∆ω2 −∆k2) ± 2(∆ωω0 −∆kk0) (5.44)

and

P =
∆k2

∆ω2 − 1
− 1 (5.45)

The dispersion relation between ∆ω and ∆k is found by setting the determinant

to zero. This leads to (
1

D+
+

1

D−

)

P
A2

0

4
= 1 (5.46)
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where terms of order A4
0 were dropped since the original equations were only

accurate to order A3
0. Note that dropping the relativistic correction to P results

in the classic Raman dispersion relation [34, 35].

The fact that the determinant of the system describing the sidebands is zero

indicates that one of the sideband amplitudes can be chosen arbitrarily. The

other can then be found from either equation 5.40 or 5.41 which give the ratio

between the two:
A−

A+
=

A2
0P/4

D− − A2
0P/4

=
D+ − A2

0P/4

A2
0P/4

(5.47)

Since A0 can be chosen arbitrarily as well, the scaling A0 - A1 and A0 - A2

can indeed be prescribed.

5.6 Two Wave Solution

It might be that at certain points on the dispersion curve A+ & A−. Then one

obtains the equations:

L̂(ω0, k0)A0 = 0 (5.48)

and

L̂(ω0 −∆ω, k0 −∆k)A− =
A2

0

4
PA− (5.49)

Dropping the relativistic correction to P results in

4(∆ω2 − 1)D− = ∆k2A2
0 (5.50)

Since this is quadratic in ∆k an explicit expression for ∆k can be obtained:

∆k =
k0 ±

√
k2

0 + (∆ω2 − 2ω0∆ω)f(A0,∆ω)

f(A0,∆ω)
(5.51)
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where

f(A0,∆ω) =
∆ω2 − (1 − A2

0/4)

∆ω2 − 1
(5.52)

The function f accounts for nonlinear effects. It departs significantly from unity

only near the resonance at ∆ω = 1.

5.7 Harris Solution

If equation 5.50 is expanded in the parameter δω where ∆ω = 1 + δω, the

dispersion relation derived in the paper by Harris can be recovered. Inserting

1+ δω into equation 5.50 and dropping all terms of order δω2 or higher results in

2δω(1 −∆k2 − 2ω0 + 2∆kk0) = ∆k2A2
0

4
(5.53)

It is important to note that a dispersion relation linear in ω forces ω to be real if

k is real. Therefore any instabilities in the system will automatically be missed

by such an approximation.

5.8 Multiple Resonance Solution

The dispersion relations presented above are valid only assuming ∆ω ≈ 1. When

this is not the case one must consider couplings into the density perturbation at

frequencies other than ∆ω. Consider again the vector potential

Â = π∆0 + π∆1 + π∆2 (5.54)

Inserting this into equation 5.19 and dropping terms quadratic in the sideband

amplitudes reveals the density perturbation to consist of the frequencies ∆ω, 2ω0,
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2ω0 −∆ω, and 2ω0 +∆ω. If any of these approach unity in the frequency range

of interest they will couple strongly into the solution for the fields.

Table 5.1 provides information on all the terms of N̂(Â) which are linear

in the sideband amplitudes. Referring to the table headings, (π/8)PijAijk is

the coefficient of a delta function at the frequency ωijk. For each such entry

there is also a delta function at the frequency −ωijk with coefficient (π/8)PijA∗
ijk.

Note also that not all the permutations of Pi±j are listed since one may use

Pi±j∆i±j = Pj±i∆j±i to quickly deduce the necessary information. The entry ωij

is the frequency of the density perturbation and the entry k identifies the wave

with which it interacts. This information is useful for purposes of interpretation.

Note that the terms corresponding to P0−0 contain the relativistic correction only.

They do not imply there is a density perturbation at zero frequency.

The nonlinear terms involving frequencies at 3ω0 and 3ω0 ± ∆ω present a

problem in that they imply the presence of frequencies not originally supposed

present in Â. If these frequencies were taken into account, they would couple

back into the frequencies ω0, ω1, and ω2. We must suppose, therefore, that this

coupling is negligible.

Making use of table 5.1, one can quickly collect the terms at each frequency

ω0, ω1, and ω2 and equate them with the appropriate terms from the expression

L̂Â. This leads to the following equations relating the three wave amplitudes:

L0 =
A2

0

4

(
P0−0 +

P0+0

2

)
(5.55)

L−A− =
A2

0

4

[
A−(P0−0 + P0+1 + P0−1) + A+

(
P0+0

2
+ P0−2

)]
(5.56)

L+A+ =
A2

0

4

[
A+(P0−0 + P0+2 + P0−2) + A−

(
P0+0

2
+ P0−1

)]
(5.57)
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Table 5.1: Couplings Involving Three Waves

Pij ωij k ωijk Aijk

P0−0 0 +0 ω0 A3
0

P0−0 0 −0 −ω0 A3
0

P0−0 0 +1 ω0 −∆ω A2
0A1

P0−0 0 −1 −ω0 +∆ω A2
0A

∗
1

P0−0 0 +2 ω0 +∆ω A2
0A2

P0−0 0 −2 −ω0 −∆ω A2
0A

∗
2

P0+0 2ω0 +0 3ω0 A3
0

P0+0 2ω0 −0 ω0 A3
0

P0+0 2ω0 +1 3ω0 −∆ω A2
0A1

P0+0 2ω0 −1 ω0 +∆ω A2
0A

∗
1

P0+0 2ω0 +2 3ω0 +∆ω A2
0A2

P0+0 2ω0 −2 ω0 −∆ω A2
0A

∗
2

P0+1 2ω0 −∆ω +0 3ω0 −∆ω A2
0A1

P0+1 2ω0 −∆ω −0 ω0 −∆ω A2
0A1

P0+2 2ω0 +∆ω +0 3ω0 +∆ω A2
0A2

P0+2 2ω0 +∆ω −0 ω0 +∆ω A2
0A2

P0−1 ∆ω +0 ω0 +∆ω A2
0A

∗
1

P0−1 ∆ω −0 −ω0 +∆ω A2
0A

∗
1

P0−2 −∆ω +0 ω0 −∆ω A2
0A

∗
2

P0−2 −∆ω −0 −ω0 −∆ω A2
0A

∗
2
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where L0 = L̂(ω0, k0), L− = L̂(ω1, k1), and L+ = L̂(ω2, k2). The first equation is

the dispersion relation for the pump wave, which can solved explicitly for k0:

k2
0 =

ω2
0 − 1 + 3A2

0/8

1 − A2
0/(2 − 8ω2

0)
(5.58)

The equations for the sidebands can be written in matrix form:





L− − A2
0M−/4 −A2

0M/4

−A2
0M/4 L+ − A2

0M+/4









A−

A+



 = 0 (5.59)

where

M± =
∆k2

∆ω2 − 1
+

(2k0 ±∆k)2

(2ω0 ±∆ω)2 − 1
− 3 (5.60)

M =
∆k2

∆ω2 − 1
+

2k2
0

4ω2
0 − 1

− 3

2
(5.61)

The dispersion relation is found by setting the determinant to zero and dropping

terms fourth order in A0:

(
M+

L+
+

M−

L−

)
A2

0

4
= 1 (5.62)

The ratio of the sideband amplitudes is

A−

A+
=

A2
0M/4

L− − A2
0M−/4

=
L+ − A2

0M+/4

A2
0M/4

(5.63)

5.9 Solution At Resonance

Consider the case where ∆ω → 1. The dispersion relation in either the single or

multiple resonance case becomes

(ω2
0 − k2

0 −∆k2)∆k2 = 0 (5.64)
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which implies

∆k =
{
±0,±

√
ω2

0 − k2
0

}
(5.65)

Also, the ratio of the sideband amplitudes becomes

A+

A−
= −1 (5.66)

So that the two wave solution is never valid in this limit.

Note also that Equation 5.19 implies that the amplitude of the density per-

turbation at ∆ω diverges in this limit if ∆k is nonzero.
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Chapter 6

Unbounded Plasma

6.1 Transparency

From the point of view of classical electrodynamics, the transparency or opacity

of a medium is related to the magnitude and phasing of the currents driven

within it by electromagnetic waves. In one dimension, electromagnetic radiation

is described by the wave equation

(∂xx − ∂tt)A = −j (6.1)

where A is some transverse component of the vector potential and j is the cor-

responding component of current density. By rewriting the wave equation in

frequency space and requiring real wavenumbers, one obtains the inequality

ω2 > − ĵ

Â
(6.2)

where the circumflex denotes a Fourier-transformed quantity. Transforming the

non-relativistic current density

j = −(1 + n)A (6.3)
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and inserting the result into equation 6.2 gives

ω2 > 1 +
n̂ ∗ Â

2πÂ
(6.4)

where the asterisk denotes convolution. This becomes an algebraic relation when

the vector potential and density perturbation can be represented as

A =
1

2

∑

i

Aie
i(ωit−kix) + cc (6.5)

and

n =
1

2

∑

i

nie
i(∆ωit−∆kix) + cc (6.6)

Then, the propagation condition for a particular mode with frequency ω− and

wavenumber k− is

ω2
− > 1 +

1

2

∑

(i,j)∈S

n∗
i Aj

A−
(6.7)

where A− is the amplitude of the mode with frequency ω−, and S refers to the

set of unordered pairs (i, j) which satisfy the conditions ∆ωi = ωj − ω− and

∆ki = kj − k−. In other words, the pump waves Aj drive currents in the plasma

waves ni at the frequency ω−. If the phasing between the various waves is chosen

correctly, the sum in equation (6.7) could be negative. In this case the inequality

is satisfied for a range of frequencies with ω− < 1 and anomalous transparency

occurs for those frequencies. If the sum is positive, the inequality is not satisfied

for a range of frequencies with ω− > 1 and anomalous opacity occurs for those

frequencies.

It is important to note that from the point of view of EIT, what is desired is

that the wave with frequency ω− should propagate regardless of its own intensity.

It is evident from the inequality 6.7 that this will only be the case if each of
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the density perturbations ni contain a factor A−. In other words, the density

perturbation must be driven by the anomalously propagating mode.

6.1.1 Two Wave Transparency

The two wave solution of equation 5.20 contains nonlinearities which enable waves

to propagate which would normally be cutoff. The dispersion relation 5.50 can

be rewritten

k2
− = ω2

− − 1 +
j(A0,∆ω,∆k)

A−
(6.8)

where ω− = ω0 − ∆ω is the Stokes frequency, k− = k0 − ∆k is the Stokes

wavenumber, and

j(A0,∆ω,∆k) = −A2
0A−

4

∆k2

∆ω2 − 1
(6.9)

is the amplitude of the nonlinear current at the Stokes frequency. The trans-

parency condition is then

ω2
− > 1 − j(A0,∆ω,∆k)

A−
(6.10)

Equation 6.9 suggests that the nonlinear current will be large where ∆ω ≈ 1, and

will change sign where ∆ω = 1. This suggests that anomalous transparency will

occur for frequencies in an interval bounded on one side by ∆ω = 1. Anomalous

transparency might also occur for frequencies bounded above by ω− = 1 since in

the neighborhood of the natural cutoff frequency even a small nonlinear current

might be enough to allow the Stokes wave to propagate.

Consider the region near ∆ω = 1. Expanding the expression 5.51 in terms of

a small parameter δω where ∆ω = 1 + δω gives

∆k =
8δω

A2
0

k0 ±
√

8δω

A2
0

(1 − 2ω0) (6.11)
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Assuming ω0 > 1, this implies that ∆k is real when ∆ω < 1. In other words,

the Stokes wave will propagate when the plasma wave is driven at a frequency

slightly below resonance.

Now consider the region near ω− = 1. Expanding 5.51 in terms of a small

parameter δω where ω− = 1 − δω gives

∆k = k0 ±

√√√√A2
0

4

ω2
0 − 1

ω0(2 − ω0)
− 2δω (6.12)

The Stokes wave will propagate when

δω <
A2

0

8

ω2
0 − 1

ω0(2 − ω0)
(6.13)

Anomalous transparency corresponds to the case where δω is positive. In this

case, the inequality could only be satisfied if

1 < ω0 < 2 (6.14)

In other words, if the pump wave frequency is between the plasma frequency and

its second harmonic, a region of anomalous transparency will occur for Stokes

frequencies just below the plasma frequency.

In figure 6.1 we plot the two branches of the dispersion relation for the Stokes

wave in the case where ω0 = 1.75, and A0 = 0.3. As predicted, transparency is

induced for frequencies such that ∆ω is just under one, or for frequencies such

that the Stokes frequency is just under one. The width of the stopband between

these two regions is inversely related to the pump intensity.

Plotted in figure 6.2 is the dispersion relation due to Harris [3]. This differs

from the dispersion relation plotted in figure 6.1 because of the linear approxi-

mation used.
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Figure 6.1: Two wave dispersion relation with A0 = 0.3 and ω0 = 1.75 (a) Positive
Branch (b) Negative Branch

Figure 6.2: Dispersion relation of S.E. Harris
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It is a general feature of a harmonic oscillator that when driven slower than

the resonant frequency the oscillation is in phase with the driver while when

driven faster than the resonant frequency the oscillation is π out of phase with

the driver. This is the physical basis of two wave transparency. The harmonic

oscillator is the plasma wave and the driver is the ponderomotive force applied

at the frequency ∆ω by the pump wave and the Stokes wave. When ∆ω is less

than unity, the plasma wave is in phase with the driver and the nonlinear current

is in phase with the vector potential thus reducing the net current and lowering

the cutoff frequency.

Note that the nonlinear current at the Stokes frequency is not driven by the

Stokes wave. It is driven by the pump wave acting within the density perturba-

tion. In other words, the tempting thought that a density perturbation driven by

any means whatsoever will render the plasma transparent is wrong. The pump

wave is required.

An expression for the pump intensity required to make the Stokes wave prop-

agate given a particular ω0 and ∆ω can be derived by requiring the discriminant

of equation 5.51 to be positive. This results in

A2
0 > 4(∆ω2 − 1)

(
1 − ω2

−
ω2
− − ω2

0

)

(6.15)

which is valid provided ∆ω2 < 1 and ω2
0 > ω2

−. If either condition is violated

the inequality must be reversed. This implies that in such cases the nonlinearity

raises the cutoff frequency. Since it was assumed previously that A0 is real, a

requirement that A2
0 be less than a negative number means that transparency is

not possible. Figure 6.3 shows contours of the minimum A0 required to make the

Stokes wave propagate versus ∆ω and ω0. The conditions ∆ω2 < 1 and ω2
0 > ω2

−
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Figure 6.3: Contours of minimum A0

6.1.2 Three Wave Transparency

The description of the two wave effect in the last section is valid only if the three

wave dispersion relation implies A+ & A− over the frequency range of interest.

We verify this by evaluating the non-relativistic version of the dispersion relation

5.46 using a numerical root solver and computing the ratio A+/A− at each point

on the dispersion curve. The results are plotted in figure 6.4 which shows the

dispersion relation along with the natural logarithm of the anti-Stokes to Stokes

ratio. Note that the three wave dispersion relation has four solutions whereas the

two wave dispersion relation had only two.
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Figure 6.4: Non-relativistic three wave dispersion relation with A0 = 0.3 and
ω0 = 1.75 (a,b) Stokes dominated branches (c,d) anti-Stokes dominated branches
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The dispersion curves shown in figure 6.4(a) and 6.4(b) have the desired fea-

ture that A+ & A− except near the resonance at ∆ω = 1. Thus, the curves look

similar to the corresponding two wave solutions except near the resonance where

an additional stopband appears just below ∆ω = 1. Also, the small stopbands

which appeared in the region ∆ω < 1 in the two wave case do not appear in

the three wave case. This is not a large effect. A small increase in pump inten-

sity would have made these stopbands disappear from the two wave dispersion

relation also. Conversely, a small decrease in pump intensity would make them

appear in the three wave dispersion relation.

The dispersion curves shown in figure 6.4(c) and 6.4(d) are dominated by

anti-Stokes. They are distinguished from the Stokes-dominated curves in that

anomolous transparency occurs on both sides of the resonance. The density

perturbation therefore has the same phase with respect to A0 and A− on both

sides of the resonance. This is possible because the phase of A+/A− differs by

π from one side of the resonance to the other. Thus, the shift in the phase of n

caused by changing the frequency of the driver is cancelled by the shift caused

by changing the phase of the driver.

6.1.3 Relativistic Effects

In some cases it might be necessary to consider the relativistic correction to the

current density, or the effects of the density perturbations at 2ω0, 2ω0 + ∆ω,

and 2ω0 −∆ω. These considerations are accounted for by the relativistic multi-

resonance dispersion relation 5.62, which is plotted in figure 6.5 for the parameters

considered above. For the most part, the relativistic curves look the same as
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the non-relativistic curves. The biggest effect is the change in the anti-Stokes

amplitude in figure 6.5(c).

Figure 6.5: Relativistic multi-resonance dispersion relation with A0 = 0.3 and
ω0 = 1.75 (a,b) Stokes dominated branches (c,d) anti-Stokes dominated branches

Naturally, for some other set of parameters relativistic effects might be more

important. An example of this is discussed below in the section on single wave

transparency.
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6.1.4 Simulation of Transparency

Since the dispersion relations of chapter 5 are approximate, it is useful to verify

the conclusions drawn from them via computer simulation. For this purpose

we use a one-dimensional, fully electromagnetic, fully relativistic particle-in-cell

(PIC) code. The code, called “EZPIC”, was written by the author and is fully

documented [36]. It is based on the well-tested algorithm of WAVE [37] and has

been benchmarked against that code.

Fundamentally, a PIC code solves an initial value problem on a finite interval.

By contrast, a dispersion relation is a description of a system infinite both in

space and time. Spatially, this dilemma can be resolved by noting that whenever

k0/∆k is a rational number, all quantities are periodic in x. In this case, the

infinite system can be modelled by applying periodic boundary conditions to a

finite simulation box of length

L =
2πn

k0
(6.16)

where
k0

∆k
=

n

m
(6.17)

and n and m are integers. Temporally, the dilemma cannot be resolved as easily

since once n and m are chosen, the ratio ω0/∆ω is determined. It is unlikely

that this ratio will be close to any rational number such that one period of the

time series predicted by the dispersion relation can be simulated quickly. Even if

this could be done, simulations contain inherent noise and damping effects which

inevitably lead to aperiodic outcomes. We therefore attempt only to reproduce a

fraction of the temporal period predicted by the dispersion relation. This is done

by initializing the simulation fields and particle states to be consistent with the
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dispersion relation, allowing the system to evolve, and comparing the outcome

with the analytical prediction.

The initial conditions used for the simulation are described by table 6.1. The

vector potential is given by

Ay =
A0

2
eiψ0 +

A−

2
eiψ− +

A+

2
eiψ+ + cc (6.18)

where ψ0 = ω0t − k0x, ψ− = (ω0 −∆ω)t − (k0 −∆k)x, and ψ+ = (ω0 +∆ω)t −

(k0 + ∆k)x. The parameters A0, A−, and ω0 are prescribed. The anti-Stokes

amplitude A+ is then obtained from 5.63. The wavenumber k0 is obtained from

the relativistic pump wave dispersion relation 5.58. The wavenumber∆k is chosen

such that k0/∆k = 3/2. The frequency ∆ω is then obtained from the multi-

resonance dispersion relation 5.62. The initial density perturbation is obtained

from equation 5.19 which gives

n1 =
n

2
eiψ +

n0

2
ei2ψ0 +

n−

2
ei(ψ0+ψ−) +

n+

2
ei(ψ0+ψ+) + cc (6.19)

where ψ = ∆ωt −∆kx and

n0 =
k2

0

4ω2
0 − 1

A2
0 (6.20)

n =
∆k2

2(∆ω2 − 1)
A0(A− + A+) (6.21)

n− =
(2k0 −∆k)2

2[(∆ω − 2ω0)2 − 1]
A0A− (6.22)

n+ =
(2k0 +∆k)2

2[(∆ω + 2ω0)2 − 1]
A0A+ (6.23)

The density perturbation determines not only the initial particle positions, but

also the initial particle momenta. From the continuity equation, the axial velocity
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Table 6.1: Initial Conditions

Quantity Value
A0 0.2
A− 0.02
A+ 0.0028
n −0.18
n0 0.0074
n− 0.00037
n+ 0.00019
ω0 1.75
k0 1.44
∆ω 0.97
∆k 2.16
vth 0.1

of a fluid element is

vx =
ω0

k0
n0e

i2ψ0 +
∆ω

∆k
neiψ+

∆ω + 2ω0

∆k + 2k0
n+ei(ψ0+ψ+)+

∆ω − 2ω0

∆k − 2k0
n−ei(ψ0+ψ−) (6.24)

Also known is the transverse momentum:

py = Ay (6.25)

The axial momentum can be expressed in terms of vx and py via the relativistic

relation p = γv:

p2
x =

(

1 − v2
x −

1 − v2
x

1 + p2
y

p2
y

)−1

v2
x (6.26)

The momentum of a particle is the fluid momentum plus the thermal velocity, vth.

The thermal velocity cannot be zero in a PIC code because of the grid instability.

In fact, vth must be large enough so that a typical particle traverses a grid cell

within one plasma period.
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Table 6.2: Simulation Parameters

Quantity Value
Time Step 0.0561
Steps 1024
Cell Size 0.0682
Cells 128
Particles per Cell 500
Ion Mass ∞

Table 6.2 details the parameters characterizing computational aspects of the

simulation. The time step is chosen so that an integral number of periods of the

pump wave are executed during the simulation. The cell size is chosen so that

exactly one spatial period of the infinite system fits in the simulation box. The

number of particles per cell is large to minimize noise. The ions are modelled as

a fixed, uniform background of neutralizing charge.

To compare the simulation results with the analytical results it is most conve-

nient to examine Ây(ω, k). This is obtained by performing a fast-fourier transform

(FFT) of Ay(x, t) which is computed naturally by the simulation. The result is

shown in figure 6.6. As expected, the spectrum contains three discrete features

corresponding to the pump wave, the Stokes wave, and the anti-Stokes wave. The

Stokes wave lies within the stopband predicted by linear theory, but as predicted,

propagates nevertheless. An unexpected feature appears at the Stokes wavenum-

ber but at a frequency of about 1.2. Also, the fact that the simulation time is

not an integral multiple of 2π/∆ω causes the FFT to produce more bandwidth

than is really present.

Figure 6.7 shows the density perturbation as computed during the simulation.
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Figure 6.6: Intensity plot of Ây(ω, k) as computed via PIC simulation. Dark
areas correspond to large amplitudes.

103



-0.3

-0.2

-0.1

0

0.1

0.2

0.3

0 1 2 3 4 5 6 7 8

n 1/n
0

ν
p
t

(a)

0

5

10

15

0 1 2 3 4 5 6 7 8

FF
T(

n 1/n
0)

ω /ω
p

(b)

The density perturbation is of interest since the analysis required n1 = O(A2
y)

whereas for the simulation n1 = O(Ay). Figure 6.7(b) reveals that n1 contains

significant amounts of second harmonic. Here we see a clear example of an effect

not accounted for by the analysis.

Figure 6.7: Density Perturbation as computed via PIC simulation near the center
of the box (a) density time series (b) FFT of the density time series

6.1.5 Single Wave Transparency

If the frequency of the pump wave is ω0 ≈ 1/2, the pump wave alone will strongly

couple to the density perturbation at 2ω0. This leads to a nonlinear current at

ω0 given by
A2

0

8

(
4k2

0

4ω2
0 − 1

− 3

2

)

(6.27)

This current could be large if ω0 ≈ 1/2 and if properly phased could render the

plasma transparent.
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The transparency condition can be expressed explicitly in terms of ω0 and A0

using the dispersion relation 5.58:

ω2
0 − 1 + 3A2

0/8

1 − A2
0/(2 − 8ω2

0)
> 0 (6.28)

Suppose ω0 < 1/2. Then the denominator is negative provided

ω2
0 >

1

4
− A2

0

8
(6.29)

The numerator is negative also if

ω2
0 < 1 − 3

8
A2

0 (6.30)

This is guaranteed immediately since ω0 < 1/2 and A0 < 1. It follows that there

is a passband defined by √
1

4
− A2

0

8
< ω0 <

1

2
(6.31)

which becomes
1

2
− A2

0

8
< ω0 <

1

2
(6.32)

provided A0 is small. Note that the passband disappears only when A0 = 0.

Also, dropping the relativistic term 3A2
0/8 from the dispersion relation does not

affect the width of the passband unless A0 >
√

2.

If ω0 > 1/2 the denominator is positive and transparency occurs when

ω2
0 > 1 − 3

8
A2

0 (6.33)

This is a purely relativistic effect. The usual cutoff frequency of one is reduced by

about 3A2
0/16 due to the fact that some of the laser energy goes into increasing

the mass of the particles rather than increasing their velocity.
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In the case of single wave transparency at ω0 ≈ 1/2, it is important to consider

the size of the density perturbation since the differential equations describing the

plasma were only valid if n1 = O(A2
0). This is not a problem in the multiple

frequency case since the amplitude of the density perturbation at ∆ω is linearly

related to the sideband amplitudes whose magnitude is arbitrary. In the sin-

gle frequency case, however, the density perturbation at 2ω0 is near resonance

and does not depend linearly on A0. Let n0 be the amplitude of the density

perturbation at 2ω0. Since there is only the pump wave,

n1 =
n0

2
ei(2ω0t−2k0x) + cc (6.34)

Using equation 5.19 along with the dispersion relation,

n0 = A2
0

ω2
0 − 1 + 3A2

0/8

4ω2
0 − 1 + A2

0/2
(6.35)

Now let ω0 = 1/2 − δω. Then

n0 ≈ A2
0

3A2
0/8 − 3/4 − δω

A2
0/2 − 4δω

(6.36)

when δω & 1. At the low frequency end of the passband n0 → −∞ as δω → A2
0/8.

At the high frequency end of the passband δω = 0 and n0 ≈ −3/2 neglecting the

relativistic term. If the relativistic term and δω are small compared with 3/4, it

is clear that n0 changes monotonically within the interval 0 < δω < A2
0/8 and

is therefore never less than 3/2 in magnitude. Single frequency transparency at

ω0 = 1/2 is therefore likely to be more complex than the analysis presented here

suggests. The analysis of the relativistic effect at ω0 ≈ 1, however, suffers from

no fundamental difficulty and the description given here is probably accurate.

Figure 6.8(a) shows the single wave dispersion relation for the case A0 = .75.

The large value of A0 is needed to exaggerate the transparency effect so that the
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passbands at ω0 = 1/2 and ω0 = 1 are visible on the same plot. The passbands

occur where the curve is positive.

Figure 6.8(b) shows the amplitude of the density perturbation near the pass-

band at ω0 = 1/2 for the case A0 = 0.3. As predicted, the density is prohibitively

large throughout the passband, which extends from ω0 ≈ .489 to ω0 = 1/2.

Figure 6.8: Single wave transparency (a) dispersion relation with A0 = 0.75 (b)
Density perturbation at 2ω0 with A0 = 0.3

6.2 Stability

In a plasma the Raman instability is the decay of a pump wave with frequency

ω0 into a plasma wave with frequency ∆ω and a Stokes wave with frequency ω0−

∆ω. The ponderomotive force applied by the two electromagnetic waves drives

the density perturbation while the density perturbation converts electromagnetic

energy with frequency ω0 into electromagnetic energy with frequency ω0 − ∆ω.

It has traditionally been thought that this process cannot occur if ω0 < 2ωp since
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then the two electromagnetic waves would not resonate with the plasma unless

the Stokes wave was evanescent. In section 6.1, however, it was shown that in

such cases the presence of the density perturbation can modify the opacity of the

plasma such that the Stokes wave is able to propagate. The Raman instability

might therefore occur even when ω0 < 2ωp.

The analyses of section 6.1 reveal nothing about the stability of the systems

considered there. The existence of normal modes with real frequencies and imag-

inary wavenumbers of either sign demonstrates neither stability nor instability

[38]. On the other hand, the existence of normal modes with real wavenumbers

and imaginary frequencies of the correct sign does demonstrate that a system is

unstable. The dispersion relations of chapter 5 must therefore be re-examined in

this context.

6.2.1 Two Wave Instability

Consider again the two-wave dispersion relation 5.50. An explicit solution for ∆ω

can only be obtained if a second order approximation is made. Let ∆ω = 1+ δω.

Inserting this into equation 5.50 and dropping terms of order δω3 and higher

results in

∆ω = 1 +
−B ±

√
B2 − 4AC

2A
(6.37)

where

A = (ω0 − 3)2 − (∆k − k0)
2 − 5 (6.38)

B = 2[(ω0 − 1)2 − (∆k − k0)
2 − 1] (6.39)

C = −∆k2A2
0

4
(6.40)
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Instability occurs if the discriminant B2 − 4AC is negative. Assuming A is neg-

ative, this occurs when

[(ω0 − 1)2 − (∆k − k0)2 − 1]2

5 + (∆k − k0)2 − (ω0 − 3)2
< ∆k2A2

0

4
(6.41)

If ∆k − k0 is large it is clear that the inequality can never be satisfied in the

case ω0 < 2. Consider therefore the case where ∆k − k0 vanishes. Then if

ω0 = 2 instability occurs for any value of A0 since the numerator vanishes. As

ω0 decreases from this value the pump intensity required for instability increases.

A simple expression for the growth rate can be found by taking ∆k = k0 and

ω0 = 2 − δω. Inserting these into the expression for the growth rate

γ ≡
∣∣∣∣∣

√
B2 − 4AC

2A

∣∣∣∣∣ (6.42)

and dropping terms of order δω3 and higher results in

γ =
k0A0

4

∣∣∣∣∣1 +
δω

4
− 2δω2

k2
0A

2
0

∣∣∣∣∣ (6.43)

If δω = O(A0) and k0 = O(1) the second term is negligible compared with the

other two. In this case, the growth rate is

γ =
k0A0

4

∣∣∣∣∣1 − 2(ω0 − 2)2

k2
0A

2
0

∣∣∣∣∣ (6.44)

We see that the growth rate increases with A0 and decreases as ω0 departs from

two.

The four branches of the full dispersion relation 5.50 are plotted in figure 6.9

for ω0 = 1.75 (⇒ k0 ≈ 1.44) and A0 = 0.35. The usual value of A0 = 0.3 is

insufficient in this case to cause instability.

Figure 6.9(a) shows the two branches of the dispersion relation for which ∆ω

is complex. As predicted, the instability occurs where ∆k ≈ k0. The instability
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Figure 6.9: Two wave dispersion relation with A0 = 0.35 and ω0 = 1.75 (a)
the two complex branches (solid lines represent the real part while dotted lines
represent the imaginary part) (b) the two purely real branches

therefore generates a Stokes wave with a very long wavelength since k− = k0−∆k.

Furthermore, the instability generates a Stokes wave which propagates in both

directions since the band of unstable wavenumbers crosses the origin.

Figure 6.9(b) shows the two branches of the dispersion relation for which ∆ω

is real. The branch with positive ∆ω is the one for which the two electromagnetic

waves are nearly decoupled.

6.2.2 Three Wave Instability

The conclusions drawn from the two wave dispersion relation must be verified

by finding branches of the three wave dispersion relation for which A+ << A−.

Two such branches are shown in figure 6.10. The curves look nearly identicle to

figure 6.9(a) near the region of instability. Hence, the two wave analysis is valid.
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Figure 6.10: Non-relativistic three wave dispersion relation with A0 = 0.35 and
ω0 = 1.75. Solid lines represent the real part while dotted lines represent the
imaginary part. There are four purely real branches not shown.

6.2.3 Multi-Resonance Analysis

Analysis of the relativistic multi-resonance dispersion relation reveals that when

k0 ≈ ∆k an instability occurs not only for∆ω ≈ 1 but also for 2ω0−∆ω ≈ 1. This

is due to the longitudinal electron oscillation induced by the second harmonic

of the pump wave and the Stokes wave. Figure 6.11 shows the two branches

dominated by this process along with the two branches corresponding to the

single resonance case (∆ω ≈ 1). The unstable mode with ∆k ≈ 0 corresponds to

the relativistic modulational instability [39, 40].

6.2.4 Simulation of Instability

The analysis of stability can be verified using PIC simulations in a manner sim-

ilar to the way the analysis of transparency was verified. Once again, by using
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Figure 6.11: Relativistic multi-resonance three wave dispersion relation with A0 =
0.3 and ω0 = 1.75 (a) real part of branches affected by the resonance at ∆ω = 1
(b) imaginary part of branches affected by the resonance at ∆ω = 1 (c) real part
of branches affected by the resonance at 2ω0 − ∆ω = 1 (d) imaginary part of
branches affected by the resonance at 2ω0 − ∆ω = 1. There are six purely real
branches not shown.

112



Table 6.3: Initial Conditions

Quantity Value
A0 0.4
A− 0.01
A+ 0.0002 − 0.001i
n −0.009 + 0.01i
n0 0.03
n− 0.0007 − 0.00008i
n+ 0.00005 − 0.0002i
ω0 1.75
k0 1.45
∆ω 0.89 − 0.12i
∆k 1.45
vth 0.1

periodic boundary conditions and initial conditions consistent with the multi-

resonance dispersion relation a portion of the analytically predicted space-time

field structure can be reproduced. Unlike the simulation of transparency, a sim-

ulation of instability can be consistent with the dispersion relation only for a

short period of time while the density perturbation remains small. As the den-

sity perturbation grows, higher order nonlinear effects take over and irreversible

processes are likely to dominate.

The initial conditions for the simulation of instability are shown in table 6.3.

The large value of A0 is needed to overcome kinetic effects which tend to reduce

the growth rate. The initial value of A− is chosen such that the density per-

turbation starts out very small. We choose to model the case where k0 = ∆k.

The relativistic multi-resonance dispersion relation then predicts a growth rate

of γ = 0.12ωp.
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Table 6.4: Simulation Parameters

Quantity Value
Time Step 0.1
Steps 512
Cell Size 0.1352
Cells 32
Particles per Cell 1000
Ion Mass ∞

Table 6.4 details the computational aspects of the simulation. As before,

the spatial parameters are chosen such that one period of the infinite system

described by the dispersion relation fits in the simulation box. The time step is

not critical in this case since pinpoint frequency resolution is not needed. The

large number of particles is needed to reduce noise so that an accurate estimate

of the growth rate can be made.

Figure 6.12 shows the results of the simulation. Figure 6.12(a) shows the

vector potential associated with the Stokes wave. This is obtained by performing

an FFT of the whole vector potential vs. time, filtering out the pump frequency,

and performing an inverse FFT on the result. The data is taken at a position in

the simulation box such that the vector potential is at a crest at t = 0. Also shown

in the figure is the analytically predicted envelope given by A(t) = A(0)eγt where

A is the vector potential after filtering out the pump and γ is the analytically

predicted growth rate. For small signals the simulation agrees with the dispersion

relation. Note also that the period of the Stokes wave is greater than the plasma

period.

Figure 6.12(b) shows the density perturbation vs. time. Superimposed on the
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Figure 6.12: PIC simulation of instability (a) vector potential vs. time after
filtering out the pump wave. The dotted lines are the analytically predicted
envelope. We define νp = ωp/2π. (b) density perturbation vs. time

wave at frequency ∆ω is the wave driven by the large pump at 2ω0. Only the

wave at ∆ω grows, however. As the amplitude approaches unity, wave steepening

is clearly observed. Correspondingly, the instability begins to saturate.
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Chapter 7

Bounded Plasma

Any experiment involving electromagnetically induced transparency in a plasma

must be described in terms of the transmission of an electromagnetic pulse

through a finite slab of plasma. The simplest such description would be an

equation of the form

AT (ω) = H(ω)AI(ω) (7.1)

where AT is the spectrum of the transmitted pulse, AI is the spectrum of the

incident pulse, and H is a transfer function with the property

H(ω−) =






1 if pump present

0 if pump absent
(7.2)

where ω− is some frequency below the usual cutoff frequency and the “pump”

refers to one or more intense waves with frequencies above the cutoff frequency. It

is not necessarily true that the transfer function will have this property whenever

the dispersion relation gives

1{k(ω−)} = 0 if pump present

1{k(ω−)} += 0 if pump absent
(7.3)
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To see why the transfer function does not necessarily correspond to the dis-

persion relation, consider a pulse containing a Stokes wave, a pump wave, and an

anti-Stokes wave injected into a finite plasma. If the amplitudes and frequencies of

the three waves are chosen based on a Stokes-dominated branch of the dispersion

relation, then it is primarily the beating between the Stokes wave and the pump

wave which drives the density perturbation. However, a properly phased density

perturbation of sufficient amplitude is required before the Stokes wave can enter

the plasma. In other words, there can be no density perturbation without the

Stokes wave and there can be no Stokes wave without the density perturbation.

In this case, therefore, H = 0 regardless of the pump intensity. We will discuss

this in more detail later. On the other hand, if the injected pulse is designed

based on one of the anti-Stokes dominated branches of the dispersion relation,

it is the beating between the anti-Stokes and the pump that drives the density

perturbation. Since the pump wave and the anti-Stokes wave require no density

perturbation to propagate, they penetrate the plasma immediately, the density

perturbation grows, and currents at the Stokes frequency are generated. As will

be seen below, these currents generate radiation at the Stokes frequency which

can interfere with the injected Stokes wave such that transmission is apparently

achieved.

The instability of the plasma also contributes to the failure of the transfer

function to correspond to the dispersion relation. There are two reasons. First, if

an intense pump wave propagates through a non-quiescent plasma, it will generate

a Stokes wave at the frequency corresponding to the maximum growth rate of

the instability due to the presence of unstable frequencies in the noise spectrum.
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Second, the presence of any wave in a finite system will encourage the instability

since the spectrum of such a wave is likely to overlap the unstable spectrum.

Before attempting a boundary value analysis, we verify the preceding asser-

tions using EZPIC. To model a finite plasma, boundary conditions are chosen to

be consistent with the requirement that no plasma exists outside the simulation

box. The boundary conditions do allow for an externally driven current outside

the simulation box which can be used to inject waves into the box. Waves injected

at the left boundary are described by a vector potential

A(x = 0, t) = A(0, 0)f
(

t

t0

)
e−(t−τ)2/∆t2 sin(ωt) (7.4)

where f(ξ) = 10ξ3−15ξ4 +6ξ5. The function f has certain numerically favorable

properties. It rises monotonically from zero to one in the interval 0 < ξ < 1.

Boundary conditions and the injection of waves are discussed in detail in the

EZPIC documentation.

7.1 Anti-Stokes Dominated Simulations

For the first simulation, which we call “run 1”, the incident pulse is designed based

on the branch of the three wave dispersion relation shown in figure 6.5(c). This

is the anti-Stokes-dominated branch for which all three waves are copropagating.

Table 7.1 enumerates the parameters A, ω, ∆t, t0, and τ for the three waves

to be injected. The Stokes wave is continuous, while the pump and the anti-

Stokes are pulsed. Note also that the anti-Stokes is phased opposite to the pump

and the Stokes since we operate above resonance. If induced transparency takes

place, a wave at the Stokes frequency modulated by the envelope of the pump
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Table 7.1: Injection Parameters for Run 1

Quantity Pump Anti-Stokes Stokes
A(0, 0) 0.3 -0.1 0.017
ω 1.75 2.85 0.65
∆t 100 100 ∞
t0 50 50 10
τ 200 200 0

Table 7.2: Simulation Parameters for Run 1

Quantity Value
Time Step 0.1
Steps 4096
Cell Size 0.2
Cells 256
Particles per Cell 500
Ion Mass ∞
Plasma Region Cells 50-206
Thermal Speed 0.1

should emerge from the plasma. Table 7.2 details the computational aspects of

the simulation. Note that a small vacuum region is included on either side of the

plasma.

Figure 7.1 shows the main results of the simulation. Figure 7.1(a) shows the

pump electric field leaving the right boundary. Figure 7.1(b) shows the spectrum

of all waves leaving the right boundary. Figures 7.1(c) and 7.1(d) show the Stokes

electric field leaving the right and left boundaries respectively. The decomposition

of the electric field into right and left propagating components is discussed in

the EZPIC documentation. The pump wave and the Stokes wave are isolated
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by applying an appropriate FFT filter. The figure shows that the transmission

coefficient for the Stokes wave is roughly proportional to the pump amplitude.

The pump appears to act as a “soft switch” for radiation at the Stokes frequency.

Figure 7.1: Anti-Stokes dominated EIT (a) transmission of pump (b) transmitted
spectrum (c) transmission of Stokes (d) reflection of Stokes

Figure 7.1(b) also reveals instability. In addition to the three frequencies that

were injected, two new frequencies are clearly generated. The feature at ω ≈ 1

is the unstable mode predicted by the dispersion relation. The feature at ω ≈ 4

results from the fact that the injected anti-Stokes wave is itself quite intense.
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The pump and the anti-Stokes wave therefore constitute a “beatwave” with the

ability to cascade into an infinite number of Stokes and anti-Stokes satellites.

This realization foreshadows a result to be addressed shortly; namely, that the

transmitted spectrum is independent of the injected Stokes wave.

It is useful to plot Ay(x, t) after selecting a particular wave by using an FFT

filter. Figure 7.2(a) shows the pump wave, which propagates through the plasma

with little trouble. Figure 7.2(b) shows the injected Stokes wave, which is re-

flected until the pump wave reaches sufficient amplitude. Note the change in

phase velocity in the plasma region. Figure 7.2(c) shows the unstable Stokes

wave. The phase velocity is nearly infinite. The group velocity is apparently

small since very little energy escapes the plasma. The maximum amplitude of

the unstable wave is about 0.035.

As mentioned, it might be possible to understand the presence of the Stokes

frequency in the transmitted spectrum in terms of cascading. Cascading is the

generation of a comb of Stokes and anti-Stokes satellites when a resonant two-

frequency “beatwave” is propagated in a plasma. Traditionally, one might have

thought that cascading into Stokes frequencies cannot extend below the plasma

frequency. However, given the results presented in this dissertation it is clear

that such conclusions must be reconsidered. To determine the importance of

cascading, run 1 is repeated without injecting the Stokes wave. The results are

shown in Figure 7.3. We see that the forward Stokes wave is nearly indentical to

the “transmitted” Stokes wave shown in figure 7.1. Furthermore, a mirror image

of the forward Stokes wave is generated in the backward direction. By contrast,

the anti-Stokes satellite at 4ωp propagates only in the forward direction because of
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Figure 7.2: Intensity plots of F̂Ay(x, t) where F̂ is a filter (a) pump wave (b)
injected Stokes wave (c) Stokes wave due to instability. The greyscale used for
(a) is different than the one used for (b) and (c).
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Figure 7.3: Stokes radiation generated by “cascading” (a) transmission of pump
(b) transmitted spectrum (c) forward Stokes (d) backward Stokes. This simula-
tion was done after all the others, and featured an improved algorithm to reduce
noise.
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k-matching considerations. These facts will be discussed in an analytical context

later.

Evidently, the process of EIT in the anti-Stokes dominated regime can be

understood as follows. First, the injected Stokes wave, or “probe wave”, is entirely

reflected. Next, the pump and the anti-Stokes generate a Stokes wave which

propagates in both directions. If the phasing is chosen correctly, the backward

propagating Stokes wave will destructively interfere with the reflected probe wave.

The transmitted and reflected waveforms then leave the impression that the probe

beam was transmitted. However, this is not equivalent to true transmission of the

probe beam since for a given A0 and A+, the illusion breaks down for any A− other

than that implied by the Raman dispersion relation. Thus, the process cannot

truly be called EIT since it does not meet the requirement that the probe wave

should be transmitted regardless of its own intensity. That this would be the case

could have been predicted from equation 6.7, which reveals that the transparency

condition depends upon A− unless the density perturbation, n, contains A− as a

factor. In other words, the plasma wave must be driven by the Stokes wave.

Finally, for completeness, run 1 is repeated without any anti-Stokes. The

results are shown in figure 7.4. Frequencies below the cutoff frequency do emerge

from the plasma, but this is clearly not EIT. Figure 7.4(d) shows that the Stokes

wave is entirely reflected regardless of the pump amplitude. The low frequency

wave which does emerge from the plasma has a higher frequency than the Stokes

wave and is generated in the plasma via instability.
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Figure 7.4: Transmission and reflection without the anti-Stokes (a) transmission
of pump (b) transmitted spectrum (c) transmission of the unstable frequencies
(d) reflection of Stokes
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Table 7.3: Injection Parameters for Run 2

Quantity Pump Anti-Stokes Stokes
A(0, 0) 0.3 0.0 0.03
ω 1.75 - 0.85
∆t 100 - ∞
t0 50 - 10
τ 200 - 0

Table 7.4: Simulation Parameters for Run 2

Quantity Value
Time Step 0.1
Steps 4096
Cell Size 0.2
Cells 256
Particles per Cell 500
Ion Mass ∞
Plasma Region Cells 50-206
Thermal Speed 0.1

7.2 Stokes Dominated Simulations

In the next simulation, called “run 2”, the injected frequencies are chosen based on

the Stokes-dominated branches of the dispersion relation. The Stokes-dominated

dispersion relations demand ∆ω < 1, so the Stokes frequency of 0.65 used previ-

ously should reflect when A− - A+. This is demonstrated in figure 7.4, which

has already been discussed. For run 2, then, we choose a Stokes frequency of 0.85

which according to either three wave dispersion relation should propagate. All

other parameters are similar to those of run 1 except the anti-Stokes amplitude

which is now zero. The details are given in tables 7.3 and 7.4.
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The results of run 2 are shown in figure 7.5. There is no clear evidence that

EIT is taking place in a controllable fashion. Instead, the unstable mode is

strongly encouraged so that electromagnetic radiation with a frequency centered

at the plasma frequency emerges from the plasma. Note that the instability is

strong enough to noticeably modify the pump. If EIT did take place during run

2, it apparently occured near the time νpt = 50 where figure 7.5(d) shows a slight

decrease in the reflected Stokes power. However, this apparently results from

the modification to the refractive index caused by the instability, which is less

controllable than one might desire.

It might be that a Stokes wave with frequency 0.85 is only marginally prop-

agating when A0 = 0.3 since the two wave dispersion relation predicts opacity

in this case. We therefore repeat run 2 with a stronger pump amplitude of

A0 = 0.35, in which case propagation is predicted by every dispersion relation.

The results are shown in figure 7.6. In this case, the instability is very strong

and drastically modifies the pump wave. The transmitted spectrum shows very

little amplitude at the Stokes frequency compared with what was obtained in the

anti-Stokes-dominated regime. Also, the time series of figure 7.6(c) suggests that

EIT does not occur the way one would expect based on the dispersion relation.

In particular, there is very little energy in the interval 30 < νpt < 40. Again,

the Stokes wave cannot penetrate until there is a density perturbation but there

cannot be a density perturbation until the Stokes wave penetrates.

Despite the above findings, a complete dismissal of Stokes-dominated EIT is

not yet possible. Simulations can only address a finite number of particular cases

and can only be run for limited lengths of simulated time. It could be that very
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Figure 7.5: Stokes dominated case (a) transmission of pump (b) transmitted
spectrum, normalized to incident Stokes feature (c) transmission of Stokes and
unstable frequencies (d) reflection of Stokes and unstable frequencies
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Figure 7.6: Stokes dominated case with A0 = 0.35 (a) transmission of pump
(b) transmitted spectrum (c) transmission of Stokes and unstable frequencies (d)
reflection of Stokes and unstable frequencies
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long risetimes would make it possible for the Stokes wave to be transmitted. In

the next section, however, we will give an argument against this possibility.

7.3 Boundary Value Analysis

As discussed above, EIT in the anti-Stokes dominated regime is best understood

in terms of the cascading of a two-frequency laser into a comb of Stokes and

anti-Stokes satellites. In this section, we derive analytical expressions for the

field patterns generated by a pulsed two-frequency laser interacting with a finite

plasma slab. The analysis confirms the preceding simulation results, and also

provides new insight into the meaning of the dispersion relation.

The analysis to be carried out works as follows. Consider a pump composed

of two waves A1(x, t) and A2(x, t). Assuming there is no pump depletion, and

assuming the pulse width is long compared to the plasma response time, the

nonlinearly driven polarization waves induced by the pump can be explicitly de-

scribed. If a Green’s function can be found for the plasma slab, an integral

expression for the radiation pattern due to each polarization wave can be ob-

tained. This can be done for polarization waves oscillating at frequencies either

in a passband or in a stopband. We obtain closed form expressions for the radi-

ation pattern in each case. We also briefly consider second harmonic generation

in a magnetized plasma to illustrate the general applicability of the analysis.
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7.3.1 Equation for a Dispersive Slab

Consider a uniform dispersive medium contained within the interval −l < x < l.

Consider also the vector potential A determined from

[∂xx − ∂tt] A(x, t) = −JL(x, t) − JNL(x, t) (7.5)

Here, the current has been expressed as the sum of a linear and nonlinear com-

ponent. Fourier transforming in time we obtain

[
∂xx + ω2

]
a(x,ω) = −jL(x,ω) − jNL(x,ω) (7.6)

where we use the Fourier transform convention

a(x,ω) =
∫

A(x, t)e−iωtdt (7.7)

A(x, t) =
∫

a(x,ω)eiωt dt

2π
(7.8)

Using the definition jL = ω2χ(ω)a we obtain

[
∂xx + ω2(1 + χ)

]
a(x,ω) = −jNL(x,ω) (7.9)

Here, χ can be any function of x. Specializing to the case where the medium is

uniform over the interval −l < x < l, we take χ to be independent of x and write

[
∂xx + k̃2

]
a(x,ω) = −jNL(x,ω) (7.10)

where

k̃2 = ω2 [1 + H(l − |x|)χ(ω)] (7.11)

and H is the Heaviside step function. We also define ε = 1 + χ and k2 = εω2.
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In the following analysis, the nonlinear current jNL will be regarded as a

known function. The problem therefore reduces to the problem of solving for the

radiation pattern produced by a distribution of antennas placed in a dispersive

slab. We will henceforth drop the subscript from jNL since the only currents

under explicit consideration are the nonlinear ones—the linear current has been

absorbed into χ.

7.3.2 Green’s Function for a Dispersive Slab

We seek to solve the equation L̂a = −j where

L̂ = ∂xx + k̃2(x) (7.12)

Since L̂ is a linear operator, the equation L̂a = −j can be inverted via convolution

with a Green’s function G(x, x′,ω). In particular,

a = −G ∗ j ≡ −
∫

G(x, x′)j(x′)dx′ (7.13)

where G(x, x′) must satisfy

L̂(x)G(x, x′) = δ(x − x′) (7.14)

and must be consistent with some set of physically meaningful boundary condi-

tions. Note that the frequency dependence has been suppressed.

There are two boundary conditions which must be applied to the Green’s

function. The first boundary condition expresses the fact that no sources exist

outside the plasma. If there are no sources outside the plasma, then in each

vacuum region A(x, t) must contain only waves which propagate away from the
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plasma. In the case x > l, this implies that A must satisfy the right-propagating

first order wave equation:

(∂x + ∂t) A = 0 (7.15)

which in frequency space becomes

(∂x + iω) a = 0 (7.16)

Combining this with a = −G ∗ j gives the right-hand boundary condition:

∂xG = −iωG for x > l (7.17)

The left-hand boundary condition is obtained similarly:

∂xG = iωG for x < −l (7.18)

The second boundary condition is the requirement that G(x) and G′(x) be con-

tinuous at the two plasma-vacuum interfaces. This requirement follows from the

fact that G′′(x) is finite everywhere but at the origin.

To solve for G(x) we identify it with three distinct functions, each correspond-

ing to a particular spatial region:

G(x) =






G−(x) x < −l

G0(x) −l ≤ x ≤ l

G+(x) x > l

(7.19)

In the vacuum regions, we have

(
∂xx + ω2

)
G± = 0 (7.20)

so that

G± = A±(x′)eiωx + B±(x′)e−iωx (7.21)
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where A± and B± are chosen to match the boundary conditions. The outgoing

wave boundary conditions imply that A+ = B− = 0. Setting A = A− and

B = B+, we then have

G− = A(x′)eiωx (7.22)

G+ = B(x′)e−iωx (7.23)

In the plasma region, we have

(
∂xx + k2

)
G0 = δ(x − x′) (7.24)

where again, k2 = εω2. The general solution to this equation is

G0(x) =
sin k|x − x′|

2k
+ C(x′)eikx + D(x′)e−ikx (7.25)

where C and D are chosen to match the boundary conditions. The boundary

conditions

G±(±l) = G0(±l) (7.26)

∂xG±(±l) = ∂xG0(±l) (7.27)

provide four equations for the four unknowns A, B, C, and D. The solutions are

A(x′) = B(−x′) = 2eiωl

(
ψ2eik(l+x′) − 2ψ cos k(l − x′) + e−ik(l+x′)

4ik(ψ2 − 1)

)

(7.28)

C(x′) = D(−x′) = e−ikx′
(
ψ2 − 2ψe2ikx′

+ 1

4ik(ψ2 − 1)

)

(7.29)

where

ψ =
ω − k

ω + k
e−ikL (7.30)

and L = 2l is the length of the plasma. Inserting these expressions into those for

G0 and G± gives

G0(x, x′) =
ψ2eik|x−x′| − 2ψ cos k(x + x′) + e−ik|x−x′|

2ik(ψ2 − 1)
(7.31)
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G−(x, x′) = G0(−l, x′)eiω(l+x) (7.32)

G+(x, x′) = G0(l, x
′)eiω(l−x) (7.33)

A form of the Green’s function which is convenient when constructing G ∗ j is:

G(x, x′) =






[
α(l)e−ikx′

+ β(l)eikx′
]
eiω(l+x) x < −l

α(−x)e−ikx′
+ β(−x)eikx′ −l < x < x′

α(x)eikx′
+ β(x)e−ikx′

x′ < x < l
[
α(l)eikx′

+ β(l)e−ikx′
]
eiω(l−x) x > l

(7.34)

where

α(x) =
e−ikx − ψeikx

2ik(ψ2 − 1)
(7.35)

β(x) =
ψ2eikx − ψe−ikx

2ik(ψ2 − 1)
(7.36)

Note that in deriving these expressions, no assumption was made that k is a

real number. Hence, the case where the support of j lies in a stopband can be

analyzed by making the substitution k = iκ in all formulas.

The Green’s function is plotted for two particular cases in figure 7.7. Its

physical interpretation is that it represents the fields due to a “unit mass” source

concentrated at the point (x′,ω) in the x-ω plane. One should note, however,

that the Fourier representation of any real current J(x, t) obeys the rule j(x,ω) =

j(x,−ω)∗. In other words, it takes at least two points in the x-ω plane to represent

real currents.

7.3.3 General Solution for a Gaussian Polarization Wave

When a Gaussian pulse drives the nonlinear current, most media will respond

such that the induced polarization wave is also Gaussian. It is therefore of general
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Figure 7.7: Real part of the Green’s function for an isotropic plasma, which
corresponds to ε = 1− ω2

p/ω
2 (a) with a source at x = 0 and ω = 1.1ωp (b) for a

source at x = 3c/ωp and ω = 0.9ωp. In each plot, the shaded area represents the
plasma.

importance to consider a polarization wave of the form

J(x, t) = J0e
−(t−x/v)2/T 2

cos(ω0t − k0x)H(l − |x|) (7.37)

where v represents the group velocity associated with the pump, and T is the

pulse length. The parameters J0, ω0 and k0 depend on both the pump and the

particular nonlinear mechanism considered.

The Fourier transform of J(x, t) can be found using elementary methods. The

result is

j(x,ω) = j1(x,ω) + j2(x,ω) (7.38)

where

j1 =
J0H(l − |x|)

2
T
√
πe−T 2(ω−ω0)2/4e−ik0xe−ix(ω−ω0)/v (7.39)

j2 =
J0H(l − |x|)

2
T
√
πe−T 2(ω+ω0)2/4eik0xe−ix(ω+ω0)/v (7.40)
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Note that if the Gaussian profiles are narrow enough, the support of j1 will be

confined to positive frequencies and the support of j2 will be confined to negative

frequencies. In this case, it is only necessary to calculate a1 ≡ G ∗ j1 since the

negative frequency fields can then be found from

a2(x,ω) ≡ G ∗ j2 = a1(x,−ω)∗ (7.41)

The integral G ∗ j1 is straightforward to evaluate. A useful way of expressing

the answer when k is real is as follows:

a1 =
J0

2
g(ω)






Leiω(l+x) [α(l)sincΣl + β(l)sinc∆l] x < −l

Leiω(l−x) [α(l)sinc∆l + β(l)sincΣl] x > l

f1 + f2 + f3 + f4 |x| < l

(7.42)

where

g(ω) = T
√
πe−T 2(ω−ω0)2/4 (7.43)

sinc(x) =
sin(x)

x
(7.44)

∆ = (k − k0) − (ω − ω0)/v (7.45)

Σ = (k + k0) + (ω − ω0)/v (7.46)

and

f1 = −(x − l)α(−x)e−iΣ(x+l)/2sinc
Σ

2
(x − l) (7.47)

f2 = (x + l)β(x)e−iΣ(x−l)/2sinc
Σ

2
(x + l) (7.48)

f3 = (x + l)α(x)ei∆(x−l)/2sinc
∆

2
(x + l) (7.49)

f4 = −(x − l)β(−x)ei∆(x+l)/2sinc
∆

2
(x − l) (7.50)
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Note that when these expressions are evaluated on line center (ω = ω0), ∆ be-

comes the k-mismatch in the forward direction while Σ becomes the k-mismatch

in the reverse direction. Note also that the Fourier amplitude in either vacuum

region is proportional to the length of the plasma.

An alternative expression for the field, useful when k is imaginary, is as follows:

a1 = J0
g(ω)

ξ2 + κ2






eiω(l+x) [α(l)i∆ sinh(iΣl) + β(l)iΣ sinh(i∆l)] x < −l

eiω(l−x) [β(l)i∆ sinh(iΣl) + α(l)iΣ sinh(i∆l)] x > l

f1 + f2 + f3 + f4 |x| < l

(7.51)

where κ = −ik and

ξ = k0 + (ω − ω0)/v (7.52)

f1 = −(κ + iξ)α(−x)e(κ−iξ)(x+l)/2 sinh(κ− iξ)(x − l)/2 (7.53)

f2 = (κ + iξ)β(x)e(κ−iξ)(x−l)/2 sinh(κ− iξ)(x + l)/2 (7.54)

f3 = (κ− iξ)α(x)e−(κ+iξ)(x−l)/2 sinh(κ + iξ)(x + l)/2 (7.55)

f4 = −(κ− iξ)β(−x)e−(κ+iξ)(x+l)/2 sinh(κ + iξ)(x − l)/2 (7.56)

Also useful is

i∆ = −κ− iξ (7.57)

iΣ = −κ + iξ (7.58)

We see that when k is imaginary, the fields do not have a clear dependence on

the plasma length. Moreover, the concept of k-matching does not apply.
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7.3.4 Approximate Solutions

There are important special cases where the expressions given above simplify

greatly. Consider first the case where the index of refraction is not too far from

unity so that k ≈ ω. It follows that ψ ≈ 0 which in turn implies that

α(x) ≈ −e−ikx

2ik
(7.59)

β(x) & α(x) (7.60)

Suppose further that the polarization wave is k-matched such that ∆l & 1 and

Σl - 1. Then, the fields are well approximated by

a1 =
J0

4ik
g(ω)






0 x < −l

−(x + l)e−ikxsinc∆(x + l)/2 |x| < l

−Le−ikleiω(l−x)sinc∆l x > l

(7.61)

We see that the field amplitude grows linearly across the plasma and reaches a

large value when the k-mismatch is small. Thus, we recover the well known result

from nonlinear optics.

Next, consider the case where k is imaginary. In this case, ψ can be expressed

as

ψ =
ω − iκ

ω + iκ
eκL (7.62)

which is an extremely large number if κL - 1. Assuming this is so,

α(x) ≈ (ω2 + κ2)e−κ(2l+x) − (ω + iκ)2e−κ(4l−x)

2κ(ω − iκ)2
(7.63)

β(x) ≈ e−κl

κ

ω[sinhκ(x − l)] + iκ[coshκ(x − l)]

ω − iκ
(7.64)
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Calculation of the fields in the vacuum region is facilitated by the following ad-

ditional simplification:

β(l) ≈ i
ω + iκ

ω2 + κ2
e−κl (7.65)

α(l) & β(l) (7.66)

In the plasma region, the calculation is simplified if attention is restricted to the

region |x| < l − 1/κ:

β(x) ≈ −e−κx

2κ
for x < l − 1

κ
(7.67)

α(x) & β(x) for x < l − 1

κ
(7.68)

With these approximations, one obtains

a1 =
1

ξ2 + κ2






j1(−l,ω) (iκ+ξ)(iκ+ω)
ω2+κ2 eiω(l+x) x < −l

−j1(x,ω) |x| < l − 1/κ

j1(l,ω) (iκ−ξ)(iκ+ω)
ω2+κ2 eiω(l−x) x > l

(7.69)

If the bandwidth of j1(x,ω) is sufficiently narrow, then the inverse transform can

be obtained by evaluating all factors except for j1eiω(l±x) at ω = ω0 and regarding

them as constants within the Fourier-integral. This is equivalent to neglecting

dispersion. If this can be done, then the field pattern in the time domain is

A(x, t) =






Ave−(t+x+l+l/v)2/T 2
cos(ω0t + ω0x + φ1) x < −l

Ape−(t−x/v)2/T 2
cos(ω0t − k0x) |x| < l − 1/κ

Ave−(t−x+l−l/v)2/T 2
cos(ω0t − ω0x + φ2) x > l

(7.70)

where

Av =
J0√

(ω2
0 + κ2)(k2

0 + κ2)
(7.71)

Ap = − J0

k2
0 + κ2

(7.72)
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φ1 = ω0l + k0l + tan−1 κ

k0
+ tan−1 κ

ω0
(7.73)

φ2 = ω0l − k0l + tan−1 κ

−k0
+ tan−1 κ

ω0
(7.74)

In these expressions, κ is to be evaluated at ω = ω0. Also, the positive angle

solution must be used for the inverse tangent.

Several important conclusions can be immediately drawn from equation 7.70.

First, in the limit κL - 1, the magnitude of the field does not depend on the

length of the plasma. Second, there is no k-matching condition. Third, a prop-

agating wave exists throughout the system, always propagating away from the

left plasma-vacuum interface. Finally, the field amplitude is a function of x only

within 1/κ of the plasma boundaries.

7.3.5 Application to EIT in a Plasma

The analysis up to this point has been general enough to be applied to any

medium with a dispersion relation k = k(ω). We now specialize to the case of a

cold, isotropic plasma pumped by a two-frequency laser, or “beatwave”. We first

seek to describe the polarization wave induced by the beatwave. In the plasma

region, let the beatwave be described by

A(x, t) = e−(t−x/v)2/T 2
[A1 cos(ω1t − k1x) + A2 cos(ω2t − k2x)] (7.75)

where

k1,2 =
√
ω2

1,2 − 1 (7.76)

v =
∣∣∣∣
∆ω

∆k

∣∣∣∣ (7.77)
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Here, ∆ω = ω2 −ω1 and ∆k = k2 − k1. Also, v is the group velocity and T is the

pulse length. The density perturbation induced by this wave is determined from

equation 5.16, which for convenience is reproduced here:

− (∂tt + n0)n1 = ∂xn0

(∫
n1dx − ∂x

A2

2

)

− n0∂xx
A2

2
(7.78)

The term containing the factor ∂xn0 vanishes everywhere except at the bound-

aries. We will simplify matters by dropping this term completely. Then, in the

limit where T - 1, the density perturbation can be found from equation 5.19.

The result is

n = e−3(t−x/v)2/T 2 ∆k2

∆ω2 − 1

A1A2

2
cos(∆ωt −∆kx) (7.79)

Taking ω1 < ω2, the beating between this density perturbation and the A1 wave

generates the polarization wave responsible for the Stokes satellite. Similarly, the

A2 wave generates the polarization wave responsible for the anti-Stokes satellite.

In each case, the polarization wave is described by equation 7.37. For the Stokes

satellite, one inserts the parameters

J0 =
∆k2

∆ω2 − 1

A2
1A2

4
(7.80)

ω0 = ω1 −∆ω (7.81)

k0 = k1 −∆k (7.82)

For the anti-Stokes satellite, one inserts

J0 =
∆k2

∆ω2 − 1

A1A2
2

4
(7.83)

ω0 = ω2 +∆ω (7.84)
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Table 7.5: Beatwave Parameters

Quantity Value
A1 0.3
A2 0.1
ω1 1.75
ω2 2.85
L 30
T 100

k0 = k2 +∆k (7.85)

The radiation pattern in frequency space is then given by equation 7.42 with

k2 = ω2 − 1. Alternatively, one may use equation 7.51 with κ2 = 1 − ω2.

We now consider a particular case corresponding to the parameters used for

the anti-Stokes dominated EIT simulations discussed previously. One particular

aim is to confirm the simulation results depicted by figure 7.3. Table 7.5 gives

the relevant parameters.

Figure 7.8 shows the forward spectrum from figure 7.3 alongside the calcu-

lated spectrum, which was obtained by evaluating equation 7.42 at x = 20. The

agreement is excellent. The only important difference is the presence of an elec-

tromagnetic mode at ω = 1 in the simulated spectrum. This is a result of the

Raman-type instability discussed earlier. Another difference is that the spectral

amplitudes of the pumps are smaller in the case of the simulation. This is mostly

because in the simulation the waveform of any injected wave is multiplied by a

ramping function.

Figure 7.9 shows a plot of |a(x,ω)| computed both analytically and via sim-

ulation. The agreement between simulation and theory is adequate. The only
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Figure 7.8: Forward spectrum from a dense beat-excited plasma (a) analytical
spectrum (b) simulated spectrum. The two central features represent the beat-
wave while the outer features are the satellites. The analytical spectrum was
scaled to be consistent with the FFT convention.

qualitative difference is that in the case of the theory, the Stokes satellite has a

larger Fourier amplitude in the plasma than in the vacuum. This may be due

to the fact that the analysis ignored the effects of the steep density gradients

associated with the boundaries.

Finally, figure 7.10 shows the time-domain field pattern A(x, t) associated with

the Stokes satellite. This was computed using the approximation of equation 7.70.

Plotted alongside the analytical result is the simulated result, which was obtained

by applying an FFT filter to the overall field pattern. We see that in both cases,

an equal amplitude electromagnetic wave exits the plasma in both directions.

Moreover, a propagating wave exists in the plasma even though the frequency is

below cutoff.
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Figure 7.9: Intensity Plot of |a(x,ω)| (a) Analytical calculation (b) Simulation
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plots. The pump frequencies were attenuated by a factor of 100.

145



Position (c/ωp)

Ti
m

e 
(ω

p-1
)

0 25 50
0

100

200

300

400

(b)

-25 0 25

-200

-100

0

100

200
(a)

Position (c/ωp)

Figure 7.10: Falsecolor plot of A(x, t) for the Stokes satellite. Red is positive and
blue is negative. (a) Analytical calculation (b) Simulation result. The vertical
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7.3.6 Interpretation and Discussion

Although the mathematics presented in this section has been involved, the phys-

ical interpretation of its meaning is simple. The integral expression for the field

a = −G ∗ j is essentially a statement that the whole field pattern is obtained by

adding up the fields due to an infinite number of phased antennas arrayed in the

plasma. When the antennas oscillate at a frequency which lies in a stopband, the

waves radiated by them are evanescent. However, when all the evanescent waves

are summed up, they form together a propagating wave. This is simply because

the driving term is itself a propagating wave.

The reason the Stokes wave exits the plasma in both directions is also easy to

explain. As illustrated in figure 7.7, an antenna placed within a skin depth of the

plasma-vacuum interface will radiate a propagating wave out of the plasma. This

remains true at both boundaries. An antenna deeper in the plasma cannot con-

tribute to the fields outside the plasma since its own field falls off exponentially.

Since there cannot be any interference from sources deep within the plasma, there

is no k-matching mechanism to eliminate the backward propagating radiation as

in the case of the anti-Stokes. The same line of thought explains why the ampli-

tude of the wave does not depend on the plasma length.

Strictly speaking, the analysis developed in this section can only be applied to

the case of anti-Stokes dominated EIT. However, the Stokes dominated case can

be interpreted from the point of view of the analysis. In the Stokes-dominated

regime, there is only a single frequency pump above the plasma frequency and a

Stokes wave below the plasma frequency. As discussed above, the Stokes wave

can be viewed as a superposition of evanescent waves driven by the beating of
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the pump wave with the plasma wave. This superposition is a propagating wave

which helps maintain the plasma wave while also coupling energy back into the

pump by beating with the density perturbation. The EIT passband indicated by

the Raman dispersion relation is simply the equilibrium condition wherein the

amplitudes of all the waves are constant.

From this point of view, it is even more clear that the realization of true EIT

is prevented by considerations of causality. When boundaries are in place, the

Stokes radiation leaving the plasma can be thought of as being composed of two

parts. The first is the linear part, which just corresponds to the usual reflection

of any incident Stokes wave. The second is the nonlinear part, which as we have

seen, comes from nonlinearly driven “antennas” near the plasma boundaries. In

order for these antennas to interfere with the incident wave such that transmis-

sion is achieved, their oscillation amplitude must depend on the amplitude of the

incident wave, and the polarization wave associated with them must be propagat-

ing. The incident wave, however, is evanescent within the plasma. It is trivial to

show that the nonlinear polarization wave associated with it is also evanescent.

This evanescent polarization wave will always be confined to an area within a

skin depth of the plasma boundary. Hence, transmission never occurs.

7.3.7 Application to Second Harmonic Generation

To illustrate the general applicability of the concepts described in this section, we

consider very briefly the extraordinary wave, or “X-wave”, of cold plasma theory.

The X-wave is an electromagnetic mode propagating across, and polarized per-

pendicular to, a uniform magnetic field. It has two stopbands: one between zero

148



and the left-hand cutoff (ωL), and another between the upper hybrid frequency

(ωh) and the right-hand cutoff (ωR). The X-wave has a compressional compo-

nent, which leads to the presence of a plasma wave whose frequency is the same

as that of the electromagnetic field, and whose amplitude is proportional to that

of the electromagnetic field. This implies that the electric field will drive currents

at the second harmonic by beating with the density perturbation.

If the parameters are chosen correctly, the fundamental frequency (ω0) could

lie in the passband ωL < ω < ωh and the second harmonic could lie in the stop-

band ωh < ω < ωR. We thus have another example of a nonlinear mechanism

which generates a polarization wave at a frequency which lies in a stopband.

Without doing any further analysis, we know immediately that if the frequencies

ω0, ωh, and ωR are chosen as suggested above, then equal amplitude electromag-

netic waves at 2ω0 should exit the plasma in both directions. Figure 7.11 shows

a simulation result confirming this prediction.

7.4 Conclusions

Although EIT has been experimentally demonstrated in gas vapor, it is the con-

clusion of this dissertation that it will not work in a plasma. Fundamentally, this

may be due to the fact that in a gas, EIT is a way of neutralizing the process

of absorption, whereas in a plasma, EIT is a way of neutralizing the process

of reflection. Since the process of reflection is more fundamentally dependent

on boundary conditions than absorption is, it is not surprising that boundary

conditions play such a crucial role in the description of EIT in a plasma.

This dissertation has shown, however, that it is possible for a two-frequency
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laser to generate Stokes satellites with frequencies below the plasma frequency.

In addition, we have shown that a Raman-type instability is important even

when the plasma density exceeds quarter-critical. The possibility of actually

observing a sub-plasma frequency Stokes satellite in an experiment depends on

the interplay between the instability and the cascading process. The importance

of the instability depends on the inherent noise spectrum of the plasma and the

manner in which the incident pulses seed the instability. If the incident pulses are

short, they will seed the instability strongly. On the other hand, if the incident

pulses are long, the instability will have more time to grow. It is not immediately

clear, therefore, what operating condition would be most favorable in terms of

generating a clean set of cascaded frequencies.

In the case where a single frequency laser interacts with a plasma above

quarter-critical, it should be possible to observe either Stokes-like or anti-Stokes-

like radiation as can be seen from figure 7.5. Under certain conditions, the Stokes-

like radiation might be less intense than the anti-Stokes because of the difference

in group velocity. In a recent experiment at the Rutherford Appleton Laboratories

in England [41], anti-Stokes radiation was indeed detected when a laser pulse

interacted with a plasma above quarter critical.
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